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Abstract

The beginning of the Borexino experiment data taking dates back to 2007 May 15th. During more than 10 years of analysis we published results at the forefront of the measurements of the solar neutrino and geo-neutrino fluxes, and we set unprecedented limits on rare processes. This report highlights the many new results achieved by the collaborations in the year 2017 and will briefly describes the strategy for the next years.

Introduction

The Borexino experiment has the primary scientific goal of studying our star using neutrinos as sensitive probes of the physical processes that occur inside it. Borexino, thanks to the use of scintillation light is able to reconstruct the energy spectrum of the events and to have the lowest energy threshold (about 150 keV) among the solar neutrino experiments.

This report will focus on the activity that occurred in 2017 and on the recently published papers: section 1 will shortly describes the experimental apparatus, section 2 will show the latest published results, and section 3 will report about the ongoing activities on the detector and its status.

1. The Borexino Detector

Borexino is located in the Hall C of Laboratori Nazionali del Gran Sasso. The detector is made of concentric layers of increasing radiopurity (see for details e.g. [1]). Figure 1 shows the detector layout. The core of the detector is made by 300 tons of ultrapure liquid scintillator (PC plus 1.5 g/l of PPO) contained in a 125 µm thin nylon vessel of radius 4.25 m. A stainless steel sphere (SSS) filled up with ~ 1000 tons of buffer liquid (PC plus DMP quencher) is instrumented with about 2200 PMTs for detecting the scintillation light. The buffer liquid shields the core scintillator from the radioactivity emitted by construction materials. The SSS is immersed in a 2000 ton water Cherenkov detector, equipped with 200 PMTs to tag muons crossing the detector and to shield the detector from the radioactivity of the experimental hall.

The light yield is about 500 photoelectrons/MeV/2000 PMTs, the position of events is reconstructed with an accuracy of about 10 cm at 1 MeV exploiting the time of flight of the scintillation
light, and the energy resolution scales approximately as $\frac{\sigma(E)}{E} = 5\% / \sqrt{E/[MeV]}$. This sensitivity has been achieved after an accurate calibration campaign [2] carried out in 2010. Moreover, the use of liquid scintillator enables a satisfactory implementation of pulse shape discrimination for $\alpha/\beta$ particles and even a challenging $\beta^+ / \beta^-$ separation [1].

The intrinsic radiopurity of the scintillator reached unprecedented levels after an intense purification campaign carried out in between 2010 and 2011. The purification campaign divides the data taking of Borexino in two periods refereed as Phase-I and Phase-II. Tab. 1 shows the record background levels in the two Borexino phases.

Thanks to its detection sensitivity, Borexino using Phase-I data made the first measurement of the interaction rate of the $^7$Be (862 keV) neutrinos with 5% accuracy [3], exclusion of any significant day-night asymmetry of the $^7$Be solar neutrino flux [4], first direct observation of the mono-energetic 1440 keV $pep$ solar neutrinos and strongest upper limit of the CNO solar neutrinos flux [6], measurement of the $^8$B solar neutrinos with a low energy threshold at 3 MeV [5]. Moreover, exploiting the first part of Phase-II data the first spectroscopical observation of $pp$ neutrinos [7].
was achieved.

In addition Borexino detected a 5σ geo-netrino signal [8] and set strong limits on rare processes as for example the search for the electron decay, resulting $\tau > 6.6 \times 10^{28}$ y (90% CL) [9].

### 2. The science of Borexino in 2017

#### 2.1. Results released in 2017

The year 2017 has been very exciting for the Borexino collaboration since new results on several topics have been released: regarding the flagship science of Borexino, the full dataset of Phase-II has been used to simultaneously measure the flux of pp, $^7$Be, and pep solar neutrinos. Moreover the Phase-I and Phase-II dataset have been combined to investigate the seasonal modulation of $^7$Be flux and to update the results on $^8$B flux. Table 2.1 shows the updated fluxes.

<table>
<thead>
<tr>
<th>Species</th>
<th>Rate [cpd/100t]</th>
<th>Flux [cm$^{-2}$ s$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>pp</td>
<td>$134 \pm 10^{+6}_{-10}$</td>
<td>$(6.1 \pm 0.5^{+0.3}_{-0.5}) \times 10^{10}$</td>
</tr>
<tr>
<td>$^7$Be</td>
<td>$48.3 \pm 1.1^{+0.4}_{-0.7}$</td>
<td>$(4.99 \pm 0.11) \times 10^{9}$</td>
</tr>
<tr>
<td>pep</td>
<td>$2.43 \pm 0.36^{+0.15}_{-0.22}$</td>
<td>$(1.27 \pm 0.19^{+0.08}_{-0.12}) \times 10^{8}$</td>
</tr>
<tr>
<td>CNO</td>
<td>&lt; 8.1 (95% CL)</td>
<td>$7.9 \times 10^{8}$</td>
</tr>
<tr>
<td>$^8$B($&gt;3$ MeV)</td>
<td>$0.22^{+0.015}_{-0.016}$</td>
<td>$(2.55^{+0.17}_{-0.19}) \times 10^{6}$</td>
</tr>
</tbody>
</table>

Table 2: Solar neutrino interaction rates and fluxes measured by the Borexino experiment. Rates are normalized on a mass of 100 tons and high metallicity is assumed.

Here are reported the papers published in the year 2017 by the collaboration, with a brief description of the most important results contained in them.

- **A search for low-energy neutrino and antineutrino signals correlated with gamma-ray bursts with Borexino**: A search for neutrino and antineutrino events correlated with 2350 gamma-ray bursts. No statistically significant excess over background is observed. We obtain currently the best limits on the neutrino fluence of all flavors and species below 7 MeV [10].

- **Seasonal modulation of the $^7$Be solar neutrino rate in Borexino**: absence of annual modulation rejected at 99.99% C.L. The data are analyzed using three methods: the analytical fit to event rate, the Lomb-Scargle and the Empirical Mode Decomposition techniques, which all yield results in excellent agreement. [11].
- **The Monte Carlo simulation of the Borexino detector**: agreement between simulations and data and techniques used for simulation of both the bulk events and events coming from construction materials are reported in this paper [12].

- **A search for low-energy neutrinos correlated with gravitational wave events GW150914, GW151226 and GW170104 with the Borexino detector**: search for correlated (gate width ± 500 s) neutrino events with black holes merger. No statistical excess found. We have obtained the best current upper limits on all flavor neutrino fluence associated with GW events, in the neutrino energy range 0.55-2.0 MeV [13].

- **First Simultaneous Precision Spectroscopy of pp, ⁷Be, and pep Solar Neutrinos with Borexino Phase-II**: first simultaneous measurement of the interaction rates of pp, ⁷Be, and pep solar neutrinos performed with a global fit to the Borexino data in an extended energy range (0.19-2.93) MeV. The interaction rate of ⁷Be vs is measured with an unprecedented precision of 2.7% [14]. Figure 2.1 shows an example of the fit used to obtain the solar neutrino rates.

- **Limiting neutrino magnetic moments with Borexino Phase-II solar neutrino data**: exploiting the analytic model developed for the simultaneous spectroscopy of Phase-II data, an analysis on the shape of the electron recoil spectrum implied a limit on neutrino magnetic moment $\mu_{\text{eff}} < 2.8 \cdot 10^{-11} \mu_B$ at 90% C.L. [15].
• *Improved measurement of $^8B$ solar neutrinos with 1.5 kt y of Borexino exposure:* about 5 time the exposure of the previous analysis, exploits a better modelization of the detector and a refinement of the background model. The uncertainty of the $^8B$ rate was reduced from 19% to 8% [16].

2.2. Celebration of the 10th anniversary of Borexino data taking

In September a workshop “10 years of Borexino: Workshop RECENT DEVELOPMENTS IN NEUTRINO PHYSICS AND ASTROPHYSICS” has been organized to celebrate the 10th anniversary of Borexino data taking at LNGS. In that occasion the update on $^8B$ rate was released.

3. Technical activities regarding the detector and status of the apparatus

3.1. Data Acquisition and Electronics

The data-taking is going on regularly with high duty-cycle. The PMT failure rate is under control and does not show any suspicious behavior. At present, 1330 PMTs are functioning with a loss of about 50 per year. In the last year thorough re-cabling implementation of the racks in the electronics hut took place. The aim of the re-cabling was to group properly the cables of the still functioning PMT, thus recovering a number of the front-end and read-out boards as spares and reducing the temperature in the electronic room, thus reducing the electronic-induced noise.

3.2. Thermal insulation

The most significant recent technical achievement is the steadied thermal condition of the detector reached as effect of the careful stabilization measures implemented by the Collaboration over the past two years. Stabilizing the movement of the scintillator is of paramount importance to try to measure CNO neutrinos. To detect CNO neutrinos it is necessary to constraint the $^{210}Bi$
rate inside the detector since the spectral shape of the two signals is almost degenerate. The strategy is to constraint the rate of $^{210}\text{Bi}$ exploiting the secular equilibrium with $^{210}\text{Po}$. However, convective motions bring inside the detector additional $^{210}\text{Po}$ that is not in secular equilibrium and consequently prevent us to constraint the level of $^{210}\text{Bi}$ in the detector. The stabilization process started with installing a 20-cm thick layer of wool-rock thermal insulator layer on the external surface of the Water Tank. This work has been completed since 2015. On November/December 2016 a final intervention was performed to further improve the insulation of the upper part of the water tank. The last action in this respect has been the switch on of the active control system realized on top of the water tank and intended to compensate for variations of the external driving temperature of the Hall, prone to the seasonal modification of the outside thermal conditions. The system consists of copper pipes where water can be circulated after being heated to the desired temperature. As a consequence of this operations all the temperature curves reported in figure 3 exhibit a very stable behavior over the period of the last months. To avoid (small) perturbations due to instabilities of the temperature of external air, in cooperation with the Laboratory staff we have proceeded to activate the control system (heater) which regulates the temperature of the inlet air in Hall C from the ventilation pipe, in order to improve the overall stability of the temperature, and thus minimize its residual impact on the detector; because the control system can only deliver heat, its effectiveness is in principle maximal during the autumn and the winter, when the external temperature decreases.

3.3. Polonium Evolution

The $^{210}\text{Po}$ events are selected through a high efficiency $\alpha/\beta$ pulse shape discrimination method based on a neural network approach, in which the network is trained on a large sample of $^{210}\text{Bi}$ and $^{210}\text{Po}$ fast coincidences. The $^{210}\text{Po}$ rate is studied in different volumes and correlated in time with the major operations performed on the detector.

Figure 4 shows the $^{210}\text{Po}$ rate in the so-called standard $^{210}\text{Po}$ fiducial volume ($r < 2.5$ m and $|z| < 1.5$ m). From the plot two important changes of regime are visible: the first, from the early summer 2015 (beginning of the insulation campaign), corresponds to the stop of the strong convective motions associated with the seasonal temperature changes; the second, from the late spring 2017, corresponds to the full stabilization of the detector (with some help also from the heating of the inlet air to Hall C started in autumn 2017).

During the first stage the top was pretty stabilized, and thus the $^{210}\text{Po}$ rate decayed rather regularly, while the bottom looked still affected by residual scintillator motions, which prevented the occurring of the expected decay. On the other hand, since the beginning of the second stage we have been observing a hint of decrease of the $^{210}\text{Po}$, even at the bottom, especially during the Fall, and as a consequence a global enlargement of the spatial region in the detector featuring very low Polonium background. The time scale of such changes inside the Borexino detector was found to be very long, of order about 1 year.

We can take therefore advantage of the forthcoming year in order to continue the observation of the $^{210}\text{Po}$ behavior to try and understand if we can eventually perform a preliminary estimation of the $^{210}\text{Po}$ rate related to the $^{210}\text{Bi}$ through the secular equilibrium.

4. Conclusions

In 2017 Borexino released several results about updates of solar neutrinos fluxes, rare processes and analysis methods used by the collaboration. Moreover an aggressive strategy is going on
Figure 4: $^{210}$Po inside the standard $^{210}$Po fiducial volume. The plot show the global $^{210}$Po rate (black) and top (red) and bottom (blue) separately. The magenta curve represents the theoretical $^{210}$Po activity in case of pure exponential decay with a constant plateau due to a $^{210}$Bi rate of 20 cpd/100t.

to avoid convecting motions inside the liquid scintillator in order to try a measurement of CNO neutrinos. The program for 2018 is continuing data taking with the detector in stable conditions in order to try to constraint the $^{210}$Bi rate from $^{210}$Po tagging to obtain an independent constraint of this background for the CNO analysis.
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The COBRA Experiment

The aim of the COBRA experiment (Cadmium Zinc Telluride 0-Neutrino Double-Beta Research Apparatus) is to search for the existence of neutrinoless double beta-decay ($0\nu\beta\beta$-decay) and to measure its half-life. The COBRA demonstrator at LNGS is used to investigate the experimental issues of operating CZT detectors in low background mode while additional studies are proceeding in surface laboratories. The current demonstrator consists of 64 monolithic, calorimetric detectors in a coplanar grid (CPG) design. These detectors are $1 \times 1 \times 1 \text{ cm}^3$ in size and are operated in an array of $4 \times 4 \times 4$ crystals. As a semiconductor material, Cadmium-Zinc-Telluride (CdZnTe or simply CZT) offers the low radioactivity levels and good energy resolution required for the search for $0\nu\beta\beta$-decay. Furthermore, CZT naturally contains several double beta-decay candidates. The most promising is $^{116}\text{Cd}$ with a $Q$-value of 2.8 MeV, which lies above the highest prominent $\gamma$-line occurring from natural radioactivity. In 2017 the main research activity aimed to upgrade the experiment to the so-called $eX$tenden DEMonsrator COBRA XDEM.
1 Activities at the LNGS

1.1 The COBRA demonstrator

The COBRA collaboration currently operates a demonstrator setup consisting of $4 \times 4 \times 4$ detectors at the LNGS. The detectors are made of CdZnTe (CZT) – a commercially available room temperature semiconductor. Due to the poor mobility of holes inside CZT, a special readout electrode has to be used to compensate for this effect. COBRA uses a so-called coplanar grid (CPG) consisting of two interlocking comb-shaped anodes held at slightly different potentials. The bias in between is referred to as grid bias (GB). This way, only one electrode collects the charge carriers created via a particle interaction in the end. A bias voltage (referred to as BV) at the order of -1 kV forces the electrons to drift towards the CPG anode. The electrode at the lower potential collects these electrons and is called the collecting anode (CA) while the other one acts as a non-collecting anode (NCA). The complete signal reconstruction relies only on the induced electron signal, that is why CZT is referred to as single charge carrier device. Details on the reconstruction can be found in [5].

Each crystal is $1.0 \times 1.0 \times 1.0$ cm$^3$ in size and has a mass of about 6 g. Several isotopes, which are candidates for double beta-decays, are present in CZT according to their natural abundances. An overview can be found in Table 1. The most promising are $^{116}$Cd due to the high $Q$-value of 2814 keV and $^{130}$Te because of its high natural abundance of about 34% and considerably high $Q$-value of 2527 keV. The results of the most recent peak search analysis for five $\beta^-\beta^-$ g.s. to g.s. transitions can be found in [6]. No signal was found, consequently, lower half-life limits could be set for the investigated double beta transitions on the order of $10^{19} - 10^{21}$ years. For the $0\nu\beta\beta$-decay of $^{114}$Cd the world’s leading limit was achieved.

Table 1: List of $0\nu\beta\beta$-decay candidates contained in CZT with their corresponding decay modes, natural abundances [7] and $Q$-values [6].

<table>
<thead>
<tr>
<th>Isotope</th>
<th>Decay mode</th>
<th>Nat. ab.</th>
<th>$Q$-value [keV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{64}$Zn</td>
<td>$\beta^+/EC, EC/EC$</td>
<td>49.17%</td>
<td>1095.70</td>
</tr>
<tr>
<td>$^{70}$Zn</td>
<td>$\beta^-\beta^-$</td>
<td>0.61%</td>
<td>998.50</td>
</tr>
<tr>
<td>$^{106}$Cd</td>
<td>$\beta^+\beta^+, \beta^+/EC, EC/EC$</td>
<td>1.25%</td>
<td>2775.01</td>
</tr>
<tr>
<td>$^{108}$Cd</td>
<td>$EC/EC$</td>
<td>0.89%</td>
<td>272.04</td>
</tr>
<tr>
<td>$^{114}$Cd</td>
<td>$\beta^-\beta^-$</td>
<td>28.73%</td>
<td>542.30</td>
</tr>
<tr>
<td>$^{116}$Cd</td>
<td>$\beta^-\beta^-$</td>
<td>7.49%</td>
<td>2813.50</td>
</tr>
<tr>
<td>$^{120}$Te</td>
<td>$\beta^+/EC, EC/EC$</td>
<td>0.09%</td>
<td>1714.81</td>
</tr>
<tr>
<td>$^{128}$Te</td>
<td>$\beta^-\beta^-$</td>
<td>31.74%</td>
<td>865.87</td>
</tr>
<tr>
<td>$^{130}$Te</td>
<td>$\beta^-\beta^-$</td>
<td>34.08%</td>
<td>2526.97</td>
</tr>
</tbody>
</table>

A detailed description of the COBRA demonstrator can be found in reference [8]. This publication reports on hardware aspects like the DAQ electronics as well as the experimental infrastructure to monitor and ensure a stable operation under low background conditions. The experimental setup is located on two floors referred to as the upper and lower hut. The lower hut is a clean-room like environment hosting the actual detector setup, the passive shielding and the first stage of electronics. The signals are transmitted via 20 m CAT 6 Ethernet cables to the upper hut where the main electronics and data-acquisition is located. Figure 1 shows an overview of the different shielding layers of the demonstrator in the lower hut. The outermost layer consists of 7 cm borated polyethylene acting as a shield against neutrons. Following, there is a frame of welded metal plates to prevent the first part of the readout chain to be affected by electromagnetic interferences (EMI). Inside this EMI box the custom made and actively cooled preamplifier devices are placed. The inner shielding consist of a multi-layered structure of standard lead, ultra low activity lead and copper surrounding the detectors themselves. This inner shielding is embedded into a polycarbonate box which is continuously flushed with evaporated dry nitrogen to prevent radon from diffusing into the setup.
1.2 Maintenance shifts

The overall working time spent on-site at the LNGS was about 40 man-days in 2017. Four shifts have been carried out to maintain the COBRA demonstrator and to prepare the upgrade to the extended demonstrator XDEM.

A first preparation shift was carried out in April to take care of most of the mechanical tasks. This included the construction of a new cable tree for the differential signal transmission between the lower and the upper hut. The cable route is the same as for the existing demonstrator, going from the EMI shield in the lower hut through a wall in the back of the hut and then upstairs. Both feedthroughs at the wall of the lower and upper hut had to be widened in order to hold the additional cabling. Afterwards an intensive cleaning campaign took place to restore the clean-room like conditions in the lower hut before considering to open the inner shielding of the experiment. During this shift one of the batteries inside the uninterruptible power supply (UPS) system was exchanged. The faulty battery caused a lot of signal noise on all channels since there was no filtering of the LNGS input power anymore. In this two week period before the planned maintenance, the operation of some detectors was only possible at very high trigger thresholds of several hundred keV. Furthermore, the DAQ electronics suffered from several short power shortages which are normally covered by the UPS system. As a consequence two FADCs stopped working properly, hence, the data of eight detectors could not be recorded in this time. Fortunately, the power supply of the detector array was not affected since this is backed up by a separate UPS unit in the lower hut. The situation was resolved by installing a new UPS battery in the upper hut and exchanging the faulty FADCs with spare devices. One of the FADCs could be fixed rather easily by flashing the firmware but the status of the second one seems to be unrepairable.

In order to prepare the intended low-threshold $^{113}$Cd run, the coolant in the cooling system of the pre-amplifier stage was replaced from pure water to a special cooling liquid. This upgrade makes it possible to cool the first stage of electronics, which is located inside the EMI shield close to the detectors, more aggressively down to temperatures of -20°C. The effect of the improved cooling will be discussed later in section 2.1. By the end of the first shift a complete calibration of the demonstrator with the available $^{22}$Na and $^{228}$Th calibration sources was performed. At this time 55 out of 64 detectors were active and performed without any issues. Unfortunately it was discovered shortly afterwards that the demonstrator faced another problem with a different part of the electronics. This issue turned out to be even more dramatical than the faulty UPS battery. After three weeks of intensive remote controlled testing it was
decided that an additional shift is needed to resolve the new problem of coincident signal noise on all channels.

Right after the on-site shift in April a lot of effort was spent to identify the origin of the new noise incident via remote. A closer look into the data revealed that the overall trigger rate of all channels had increased by several orders of magnitude and that most triggered events were in coincidence. These characteristics were completely different from what had been observed before the lately completed on-site shift. The operation with a reasonably low trigger rate was only possible for arbitrary high thresholds of about 1-2 MeV, which was not sufficient for the planned measurement of the $^{113}$Cd spectrum.

No indication for the root cause of the sudden appearance of this new noise problem was identified before the arrival of the shifters at LNGS. On-site, the origin was found to be related to the bias supply of the detectors inside the main electronic rack in the lower hut. It was possible to rework the custom-made converter boxes from MPOD Redel multi-pin to the Sub-D 8w8 cable standard used for the detector supply cables. After fixing the problem, the demonstrator went back to smooth operation, thus, the preparation of the dedicated $^{113}$Cd could be continued.

After successfully resolving the noise problem in May, the cooling power of the pre-amplifier stage was increased to lower the overall ambient temperature. At the same time a regular evaluation of the trigger threshold for each individual channel was done to optimize the detection threshold for each detector. For a graphic representation see Figures 2 and 3.

As starting point for the anticipated $^{113}$Cd low-threshold run a third shift was carried out at LNGS when stable operation and the final ambient temperature were reached. Already in the beginning of 2017 the collaboration started the purchase of two new calibration sources from the company Eckert&Ziegler. The collaboration would like to thank the LNGS staff for their advice and help with the required paper work, that minimized any delay in the delivery process. Both sources finally arrived at LNGS by the end of May. The first one is a replacement for the old $^{228}$Th source (LNGS-ID: 50) due to the fading activity of only about a few 100 Bq. It was found that reasonably high statistics can be achieved with the new $^{228}$Th source of about 10 kBq activity in a couple of hours compared to several days using the old one. Secondly, a $^{152}$Eu source (LNGS-ID: 142) of the same geometry with 5 kBq activity was purchased that features an intense $\gamma$-line at 122 keV. This line allows for the study of the detector performance and resolution at low energies not far away from the average trigger threshold. The previous lowest available $\gamma$-line at 239 keV was coming from $^{212}$Pb as part of the $^{228}$Th decay chain. Both lines cover the energy range of the $^{113}$Cd decay with an endpoint of about 320 keV and are of special interest for the upcoming spectral shape analysis. It turned out that it is challenging to see the low-energetic $^{152}$Eu for the outermost detectors while using the calibration source at the central position within the detector array. This is mainly due to self-shielding effects of the detectors and the underlying strong Compton continuum of the higher energetic lines. To partly overcome this problem, the $^{152}$Eu irradiation was repeated for two additional central positions between the two upper and lower detector layers. The benefit of this improved positioning is still under evaluation.

The last shift in 2017 aimed to exchange the instrumentation of the nitrogen dewar that is used to heat the inside of the vessel to increase the evaporation rate for a continuous flushing of the inner shield of the experiment. The system had failed several times in the past and was entirely renewed in 2016. Unfortunately the exchange of the final part was delayed due to problems with the manufacturing of parts of the instrumentation. During the installation end of December 2017 the new instrumentation was slightly damaged but could be repaired on-site. Consequently, an additional iteration of the instrumentation design was developed which will improve the overall performance of the flushing system. The installation of this new instrumentation will be done during the upgrade to the COBRA extended demonstrator in early 2018.

2 Data-taking and analysis

In 2017 roughly two months of data-taking were lost due to the incident with the faulty UPS battery and consequent noise problems. The data quality of the first six months of 2017 is still under review. The second half of 2017 was dedicated to a special low-threshold run to investigate the fourfold forbidden non-unique $\beta^-$-decay of $^{113}$Cd. The aim is to contribute to the scientific discussion regarding the so-called
quenching of the weak axial-vector coupling strength $g_A$ in nuclear processes. In reference [9] it is shown that the spectral shape of this highly forbidden $\beta$-decay is especially sensitive to the effective value of $g_A$.

2.1 Dedicated $^{113}$Cd run

More than 98% of the events recorded by the COBRA demonstrator are originating from the $\beta$-decay of $^{113}$Cd. This decay was already studied with an early predecessor of the current COBRA setup what resulted in a half-life of $(8.00 \pm 0.11{\text{stat}} \pm 0.24{\text{sys}}) \times 10^{15}$ years and a $Q$-value of $322.2 \pm 0.3{\text{stat}} \pm 0.9{\text{sys}}$ keV [10]. Due to the long half-life the average decay rate of $^{113}$Cd can be used to study the detector stability with an intrinsic monitor as was reported in [11].

After finalizing the hardware optimization for the low-threshold operation, the ambient temperature was lowered by increasing the cooling power of the pre-amplifier stage (see Figure 2). It was found that a temperature setting of $-10^\circ\text{C}$ is sufficient to reach a reasonably low temperature of about $2^\circ\text{C}$ close to the pre-amplifier boxes. The operation at this temperature should prevent immediate condensation of moisture in case of a failure of the nitrogen flushing. The temperature effect on the signal noise and detector performance was studied in [12]. Compared to room temperature, a lower operation temperature is beneficial since the thermal noise component of the signal noise is reduced while the detector resolution for CZT is optimal around $10^\circ\text{C}$. Since there is no thermal insulation of the setup, the temperature of the lead castle housing the detectors is slightly higher than for the directly cooled preamplifier devices, but stable at about $9^\circ\text{C}$. At the same time the trigger threshold for each channel was optimized by monitoring the overall trigger rate.

![Figure 2: Temperature surveillance of the COBRA demonstrator in the lower hut. The ambient temperature outside the shielding (green) is rather constant at 22$^\circ\text{C}$. The temperature increases on short time scales indicate on-site activity at LNGS or a fail of the cooling unit due to short blackouts. The other two sensors are located inside the EMI shield (blue) and inside the radon shield (red) on top of the lead castle. This location is most representative for the actual detector temperature and was stable at 9$^\circ\text{C}$ for the complete $^{113}$Cd measurement.](image)

When the thermal equilibrium for the final temperature setting was reached, a complete calibration run was performed as mentioned in section 1.2. All detectors that revealed problems during the pre-calibration or an unstable trigger rate, which hints to noise problems, were switched off. In a second iteration, detectors with a comparable high threshold were deactivated to prevent possible cross-talk effects and to ensure a stable operation. An impression of the threshold variation can be seen in Figure 3. Finally, the low-threshold $^{113}$Cd run was started on July 31st. By monitoring the average trigger rate for each channel, the energy threshold for each detector was set on a weekly basis over the complete data-taking period. The data-taking was stopped in February 2018 after an exposure of more than 1 kg day per single detector was reached. This allows for a single detector analysis to investigate the $^{113}$Cd $\beta$-spectrum with a statistical ensemble. An overview of the analysis will be discussed in the next section.
2.2 $^{113}$Cd spectral shape analysis

The COBRA collaboration has access to a set of $^{113}$Cd template spectra calculated for different nuclear frameworks in dependence of the weak axial-vector coupling strength $g_A$. The calculations have been carried out for $g_A \in [0.8, 1.3]$ using the nuclear shell model (NSM) and two further frameworks for comparison. Figure 4 illustrates the complex $g_A$ dependency of the $\beta$-electron momentum distribution in form of a two-dimensional plot for the NSM.

In order to compare the theoretical templates with the COBRA data, the decay rate for each $g_A$ slice is normalized to the accessible energy range limited by the individual detector threshold and the $Q$-value of the decay.

In order to compare such templates with the actual COBRA data, detector effects such as a finite energy resolution, an energy dependent signal efficiency as well as the individual detector threshold have to be taken into account. This is done by folding the templates with the resolution function FWHM($E$) and the
energy dependent detection efficiency $\varepsilon(E)$. Afterwards the templates are normalized according to the accessible energy range per detector. The detector dependent FWHM$(E)$ is determined from calibration data using $\gamma$-lines between 122 keV and 2614 keV while $\varepsilon(E)$ is known from a Monte Carlo simulation based on GEANT4.

To achieve independence of the number of provided input templates and to compare the COBRA data for arbitrary $g_A$ values over the whole available $g_A$ range, an interpolation method based on so-called splines was developed [13]. A spline is a collection of several polynomial functions over a range of points referred to as knots $(x_n,y_n)$. In between two neighboring knots a polynomial is defined by a set of boundary conditions. In contrast to a conventional parameter fit, no optimization process is involved since the spline is uniquely defined by the knots and the boundary conditions. Per definition all knots and so the original points of the templates are contained in the spline as well. For the interpolation the TSpline3 class of the ROOT software package [14] is used, which utilizes polynomials of grade three for the spline. The final comparison of the theoretical templates and the COBRA single detector spectra is done with a $\chi^2$ test to find the best match template and $g_A$ value.

The data analysis is currently ongoing and will be published in 2018.

## 2.3 Improved pulse-shape discrimination

During the processing of the raw pulses obtained from the single detectors, several quality criteria are used to discriminate between real physical events and events triggered by electronic noise or other disturbances. These criteria have been developed to ensure a maximized signal efficiency at high energies around the Q-value of $^{116}$Cd at 2.8 MeV. In the past it has been observed that some criteria are too strict in the lower energy region, which leads to different rates of the $^{113}$Cd decay compared between single detectors. Therefore, a careful review and evaluation process was done at TU Dresden. First results can be found in [15]. The data used for this study was recorded between June and September 2016 after firstly starting to lower the thresholds for the anticipated $^{113}$Cd investigation. An impression for the likelihood to have one event tagged by multiple quality flags is shown in Figure 5. For each flag $f$, two numbers ($p$ and $s$) can be calculated to quantify the level of overlapping with another flag $h$. The definitions are as following

\[
\begin{align*}
    s_f &= \frac{\text{number of events, where any other flag triggered}}{\text{total number of events flagged by } f} = \frac{N(f|h \neq f)}{N_f}, \\
    p_f &= \frac{\text{summed number of events of all other flags}}{\text{total number of events flagged by } f} = \frac{\sum_{h \neq f} N_h}{N_f}.
\end{align*}
\]

In the current implementation, already one flag is enough to declare an event as unphysical, which is sufficient for pulses with a rather high amplitude, hence, a high energy deposition. Currently, the implementation of a new event selection and the improvement of the existing framework is work in progress. The main idea is to evaluate each flag with respect to the uncertainty on the pulse quantities used in the flag declaration (e.g. rise time, pulse height) and to weight the single flags according to their impact.

Besides the data cleaning cuts, additional algorithms are used to reject background-like events while maintaining a high signal acceptance [2, 16]. Recently it was found that the successful discrimination between central and so-called lateral surface events (LSEs) can be combined with the developed method to distinguish between single- and multi-site events (SSEs and MSEs). This is done by using an adapted approach referred to as $A/E$ criterion, that was originally created for Germanium-based $\beta$-experiment [17]. The quantity $A$ denotes the maximum amplitude of the current pulse and $E$ the deposited energy by a particle interaction. The current pulse is the first derivative of charge pulse that is directly reconstructed from the raw anode signals. MSEs feature smaller $A/E$ values compared to SSEs due to the imprints on the signal trace of the charge carriers’ drift through the detector bulk. The $A/E$ approach was successfully transferred to the COBRA CPG detector design and optimized with $^{228}$Th calibration data. The decay chain of $^{228}$Th features the deexcitation of $^{208}$Tl with the emission of a single photon of 2.6 MeV energy. At this high energy pair creation is the dominant interaction process with the detector material. The kinematics of pair creation lead to distinct areas in the energy spectrum that can be used as proxies for signal-like SSEs and background-like MSEs. These areas are the single-escape peak (SEP) at 2.1 MeV and the double escape peak (DEP) at 1.6 MeV. The SEP is expected to show a strong MSE fraction.
Figure 5: Impression of multi-flagged events. Every bin contains the number of counts selected by the corresponding pair of flags. On the diagonal, one can obtain the total number of counts for the given flag, whereas the histogram is symmetrical along the diagonal. The y-axis labels contain two numbers, $p$ and $s$, that quantify the level of overlapping of the flag $f$ with another flag $h$. It can be seen that some flag criteria show a complete overlap with another flag, which hints to some efficiency issues.

while the DEP features dominantly single-site interactions. The energy dependent fraction of multi-site interactions after the optimization procedure can be seen Figure 6 for a single detector $^{228}$Th calibration.

Figure 6: Fraction of identified multi-site interactions after optimization for a $^{228}$Th calibration with a CZT-CPG detector [4]. For comparison, the energy spectrum of $^{228}$Th in logarithmic scale is shown as well. Clearly visible is a high fraction of MSES for the SEP at 2.1 MeV while there is only a rather small fraction of MSES in the DEP at 1.6 MeV. Furthermore, the Compton continuum between 1 MeV and 2.3 MeV shows a comparable low MSE fraction, which is in agreement with the expectation. All $\gamma$-lines below 1 MeV show an increased MSE fraction due to the dominating process of primary Compton scattering followed by a photoelectric absorption.
For the shown calibration data the signal acceptance $\varepsilon_s$ for the DEP and background rejection $\varepsilon_b$ for the SEP are determined to

$$
\varepsilon_s = (94.8 \pm 1.6)\%,
\varepsilon_b = (62.4 \pm 2.4)\%.
$$

Similar efficiencies could be reached for all LNGS detectors.

2.4 Exploration of more physics channels

Given the total amount of data of the COBRA demonstrator array, several analyses have been started on other physics channels. Within the $g_A$ spectral shape investigation of $^{113}$Cd the data selection and pulse shape discrimination have been studied in more detail at lower energies. This leads to a better filtering and slightly decreased background. At the same time an ambitious program of data partitioning was started. The goal is to identify the runs with increased background index due to a fail of the nitrogen flushing and runs that were strongly affected by electromagnetic interferences. This will lead to a data set with reduced background and a smaller set that is enriched in background. The latter is of special interest to study the background composition. Preliminary studies have shown that a background reduction up to a factor of 4.6 can be reached with this partitioning technique. In combination with the updated $A/E$ pulse shape selection a $2\nu\beta\beta$ half-life measurement of $^{116}$Cd seems to be within range. In addition, a first multi-detector analysis has been started to search for positron emitting modes and excited state transitions. Combining detectors leads to an indication of a $^{40}$K background component which was barely visible in the single detector spectra. A large Monte Carlo campaign was started to explore the signature of EC/$\beta^+$ decays of $^{106}$Cd for the COBRA demonstrator.

3 Preparation of XDEM installation

The COBRA collaboration is aiming to upgrade the experiment with the installation of a new prototype detector layer consisting of nine 6 cm$^3$ detectors. As the new layer will be implemented into the existing setup without interfering with the current 4×4×4 array, the new stage is referred to as eXtended DEMonstrator (XDEM). The upgrade will almost double the sensitive detector mass and is the first major expansion since the finalization of the COBRA demonstrator in 2013. The preparation of the XDEM installation took place in 2017 and will be summarized in the following sections.

3.1 Detector characterization

In 2017 a total of ten 6 cm$^3$ CZT detectors were purchased by the COBRA collaboration. The two world-leading manufactures for CZT detectors $eV$ Products (now Kromek, US) and Redlen technologies (Canada) were chosen based on the results obtained with very first prototypes. A detailed overview about the first detector characterization is given in [18]. Each detector is equipped with four CPGs on the anode side that are rotated by 90° and a common planar cathode electrode. This readout design is referred to as quad-CPG and overcomes the problem of too high leakage currents, which prevents the use of up-scaled versions of the 1 cm$^3$ detectors. It could be shown that the interaction depth reconstruction, which is a powerful tool to discriminate background, can be transferred to this new approach [3]. In Figure 7 a comparison of the different detector designs investigated by the COBRA collaboration is shown.

The new quad-CPG detectors arrived in the middle of 2017 at TU Dortmund and were contacted and tested extensively. One improvement with respect to the treatment of the 64 detectors of the current demonstrator is the special care that was taken during the detector handling by the manufactures and in the surface laboratories. Also the packaging during the shipment was air-tight sealed, in contrast to previous orders. For the contacting a modified method was used compared to the demonstrator setup, as the electric connection is now done with the help of a highly radio-pure conductive epoxy and gold wires instead of the combination of a conductive lacquer and a conventional glue. This is a significant reduction of the number of potential background sources. The new method also allowed to contact the detectors almost completely at TU Dortmund in order to minimize the effort in the underground laboratory during
Figure 7: Picture of CPG-CZT detectors investigated by the COBRA collaboration. The 1 cm$^3$ version in the front is used in the 4×4×4 array of the COBRA demonstrator. The larger 6 cm$^3$ crystals are prototypes that were studied in detail over the last two years. It was found that the up-scaled single CPG version (right) is facing problems with leakage currents limiting the achievable resolution. To overcome this problem, the anode side was segmented into four individual sectors (left) offering additional veto capabilities.

The installation. Furthermore, the contacting has been performed in a clean laminar-flow environment and the detectors were kept in a nitrogen atmosphere during storage and testing. Together with the use of the guard-ring, which has been shown to be able to reduce surface related backgrounds from $\alpha$-decays by more than three orders of magnitude [1], and the beneficial surface-to-volume ratio of the larger detectors, the collaboration is confident to reduce the background index significantly compared to the demonstrator setup.

Figure 8: Characterization results of one of the new XDEM detectors. By varying the operation parameters bulk bias (BV) and grid bias (GB) an average resolution of 2.3% at 662 keV could be reached for the working point of BV/GB = 2600/80 V. This result is comparable to the achieved performance of the well-known small single CPG detectors of the demonstrator and representative for the other XDEM detectors.

The characterization of each detector included the determination of the ideal working point (combination
of grid and bulk bias, Figure 8) as well as measurements to determine the individual relative efficiency. All characterization measurements were taken in a nitrogen atmosphere to prevent any radon contamination, which turned out to be the dominant background component for the current setup. Furthermore, the electrical behavior was characterized with current-voltage (I-V) measurements and a number of different γ-sources have been used to study the energy resolution of the detectors. One of the detectors was also used for a new investigation of the guard-ring electrode with the goal to show the possibility to suppress also β-decays on the surface by cutting on the pulse height of the guard-ring electrode.

3.2 Plan for implementation

The installation of COBRA XDEM requires to rework parts of the inner passive shielding. The new detector layer will be located on top of the current demonstrator array in a new copper housing. For the innermost parts of the detector housing electro-formed OFHC copper is used that has been stored underground at the Dresden Felsenkeller laboratory for more than five years. All copper parts were electro-polished by an external company and treated according to a multi-stage cleaning procedure at LNGS prior the installation. The cable feedthroughs and routing for the calibration tube is made from certified ultra-low activity lead and arrived at LNGS in December 2017. The installation of the XDEM setup was done in March 2018 within a two week lasting shift. Some impressions of the installation are depicted in Figure 9. The nine best performing detectors were selected and put in a frame of Polyoxyxymethylen (POM). This frame was then put into the copper housing surrounded by one layer of ULA lead and two additional layers of standard lead. The air-tight radon cage around the lead castle had to be renewed in order to included the additional readout of the XDEM channels. The preamplifier stage including the cooling section was upgraded as well. It could be confirmed that all detector contacts are electrically working although not all channels can be read out at the time of this report. The commissioning of COBRA XDEM is ongoing but from preliminary data taken in the laboratories and at LNGS it is already clear that the new detectors will surpass the COBRA demonstrator in terms of achievable resolution and background index.

Figure 9: First impressions of the upgrade to COBRA XDEM. Left: new copper housing made from electro-polished OFHC copper and calibration routing. Middle: final XDEM detector layer consisting of a POM holder and nine 6 cm$^3$ quad-CPG detectors. Right: installed XDEM detector layer within the copper nest on top of the COBRA demonstrator array.
4 Summary and outlook

The main activities of the collaboration in 2017 were the preparation and start of a dedicated $^{113}$Cd measurement with the COBRA demonstrator and the preparation of the upgrade towards COBRA XDEM. The demonstrator setup was optimized for low-threshold operation to cover a maximum range of the fourfold forbidden non-unique $\beta$-decay spectrum of $^{113}$Cd. The spectral shape of the $\beta$-electron distribution is highly sensitive to the effective value of the weak axial-vector coupling strength $g_A$ involved in nuclear processes. An analysis strategy was developed to extract the best matching theoretical template for an assumed value of $g_A$. A dedicated $^{113}$Cd run was started in July 2017 with optimized detection thresholds and operation conditions. The data-taking was stopped in February 2018 and the results of the spectral shape analysis will be published soon.

The analysis of the demonstrator data was expanded towards more physics channel with focus on the $2\nu\beta\beta$-decay of $^{116}$Cd using an advanced data partitioning. The sensitivity to more exotic double beta-decay modes such as EC/$\beta^+$-decays is currently studied with Monte Carlo simulations.

The collaboration purchased ten new prototype quad-CPG detectors to upgrade the experiment to COBRA XDEM. All detectors passed the quality requirements in terms of energy resolution and overall performance. From the characterization point of view the new XDEM detectors will surpass the average of the current demonstrator detectors. The nine best performing detectors were successfully installed in March 2018 at LNGS, which almost doubles the sensitive mass of COBRA. The commissioning is still ongoing and not all channels are operational at the moment, but first calibration and physics data is already looking very promising. First results and a background characterization are expected for the end of the year.
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The COSinus (Cryogenic Observatory for SIgns seen in Next-generation Underground Searches) project aims to provide a model-independent cross-check of the long-standing DAMA/LIBRA claim on the observation of dark matter, by using the same target material (NaI) with a different experimental approach. The use of sodium iodide (NaI) crystals, operated at cryogenic temperature as scintillating calorimeters, provides both a low energy threshold for nuclear recoil events as expected from dark matter particle interactions, and the possibility to perform particle discrimination. Indeed, the dual read-out of phonon and light allows to perform signal-to-background discrimination on an event-by-event basis, a unique feature in comparison to other NaI-based dark matter searches. In this report we will discuss in detail the COSinus detector concept and we will present the performance of our first prototypes together with the results of the first measurements.

1 Introduction

Although evidence for the existence of Dark Matter (DM) is nowadays well-established on the basis of several astrophysical measurements [1], its nature still remains unknown. Among several DM theories, the Weakly Interacting Massive Particles (WIMPs) are one of the most promising DM candidates. WIMPs, with a mass in the (GeV-TeV)/c^2 range, are expected to interact with ordinary matter with cross sections similar or smaller than the weak processes.
Figure 1: Projected sensitivity for a NaI-based experiment using COSINUS detector technology (solid blue band, 1 $\sigma$ confidence level for spin-independent elastic dark matter nucleus scattering). Recent results from experiments using silicon and germanium targets are drawn in green, results from CRESST-II (CaWO$_4$) are depicted in red and exclusion limits using liquid noble gases in magenta. Limits drawn in cyan correspond to bubble chamber technology and experiments with CsI target. The light blue shaded regions correspond to the interpretation of the DAMA/LIBRA (NaI(Tl)) modulation signal by Savage et al. [2]. The benchmark point (blue cross) indicates the mass and cross-section chosen for the simulated WIMP contribution presented in section III of [3]. Gray-shaded regions in parameter space will be affected by coherent neutrino nucleus scattering on NaI mainly originating from solar neutrinos [4]. Figure from [3], references therein.

Direct DM search techniques are currently based on the detection of WIMPs scattering off the target nuclei and, since the expected recoil energies are well below 100 keV, an ultra-low background and highly sensitive detection apparatus is needed. At present several experimental efforts are ongoing all over the world using a variety of experimental approaches exploiting single or dual channel read-out based on the detection of scintillation light, phonon and/or charge signals induced by particles interacting in the detector target.

The analysis of present DM experiments is based on the detection of an excess of events over the expected background or on the detection of an annual modulation of the event rate caused by the seasonal variation of the Earth’s velocity with respect to the dark matter halo [5]. While in the former approach the number of expected recoil events depends on the DM model assumptions, as the mass of dark matter particle, the interacting cross-section and the detector properties, a pure modulation signal can be considered model-independent.

Nonetheless, in the experimental panorama of the DM direct search the situation is
strongly controversial: recent DAMA results report a statistically robust modulation signal ($>9\sigma$) over 14 annual cycles [6] using a detector based on 250 kg of highly radiopure sodium iodide (NaI(Tl)) crystals operated at room temperature in the underground site of the Laboratori Nazionali del Gran Sasso (LNGS) in Italy. In the standard elastic scattering scenario, the DAMA/LIBRA result is not consistent with the null results of other direct search experiments (see Figure 1). Further studies are therefore needed to understand the origin of the modulation signal observed by the DAMA/LIBRA experiment and, in particular, the target dependence of the result; several R&D projects and experiments with alkali halide as target are currently running or in construction [7, 8, 9]. Among them, the COSINUS project [3] aims to develop a NaI-based detector operated at cryogenic temperature, thus exploiting both the scintillation light signal of NaI crystals and the phonon signal in a cryogenic detector. The dual channel read-out allows to perform particle identification, thus resulting in an effective suppression of the dominant $\beta/\gamma$ background.

2 NaI-based cryogenic scintillating calorimeter

In the DM sector, the use of cryogenic scintillating calorimeters is successfully implemented in the CRESST experiment [10] while it is used by LUCIFER/CUPID-0 [11] for the search for neutrinoless double-beta decay.

A particle interacting in a cryogenic scintillating calorimeter produces two coincident signals: the major part of the deposited energy is converted into phonons (heat signal) while a small fraction (O(few percent)) goes into the production of scintillation light. The heat signal is therefore exploited to precisely measure the energy deposited in the target crystal and is almost independent from the particle type. The amount of scintillation light, instead, strongly depends on the particle type and can be used to perform particle identification, thus allowing the suppression of the dominant $\beta/\gamma$ background with respect to nuclear recoil signal events. The light to phonon ratio, the so-called light yield (LY), is characteristic for each type of event: in particular $\beta$ and $\gamma$ particles produce most light and get assigned a LY= 1 by definition, while $\alpha$-particles and neutrons show a lower LY quantified by the so-called quenching factor (QF).

Figure 2 shows the concept of a COSINUS detector module: a NaI target crystal is coupled via an interface (typically silicon oil) to a crystal (e.g. CdWO$_4$) carrying the Transition Edge temperature Sensor (TES) which reads the phonon signal. The crystal is inserted in a beaker-shaped light detector made from high-purity silicon. The light detector is equipped with a second TES reading the heat rise of the beaker caused by the absorption of scintillation photons. The whole detector module is operated at few milli-Kelvin. The need for the use of the CdWO$_4$ carrier crystal, is due to the hygroscopic nature and the low melting point of the NaI crystal making it impossible to evaporate the TES directly onto the NaI surface. By covering a large fraction of the NaI crystal surface, the beaker-shaped light detector exhibits a very high light collection efficiency while simultaneously serving as an active veto for external backgrounds and radioactive decays close to the surfaces of the NaI crystal and its surrounding material.

Figure 3 shows the result of simulated data for a gross exposure of 100 kg days (with
3 Status and results of the COSINUS project

The first COSINUS detector prototype was realized using an undoped/pure NaI crystal with dimensions of 30x30x20 mm$^3$ and a weight of 66 g. The NaI is attached through a very thin layer of silicon oil to a carrier crystal made of CdWO$_4$ (diameter = 39.2mm, thickness = 1.6mm) equipped with a TES made by a thin film (200 nm) of superconducting tungsten (W-TES) produced at the Max-Planck-Institute for Physics in Munich. The cryogenic light detector consists of a sapphire wafer (diameter = 40mm, thickness $\approx$460 $\mu$m) equipped with a TES optimized for light measurement. To increase the absorption efficiency of the blue scintillation light a 1-$\mu$m-thick layer of silicon is epitaxially grown onto the sapphire disc (SOS = Silicon On Sapphire). For the first prototype, therefore, the beaker-shaped light detector was not implemented. The whole setup is surrounded by a reflective foil [12].

The measurement was carried out in the test facility of the Max-Planck-Institute for Physics located in the underground site of LNGS, consisting of a dilution refrigerator allowing detector operation at temperatures as low as 7 mK. The TESs were read out with commercial dc-SQUID electronics (Applied Physics Systems company). The hardware-
triggered signals were recorded in a 328 ms window at a sampling rate of 25 kHz. Both detectors were always read out simultaneously, independent of which one triggered. The detectors were irradiated with $\gamma$-rays from an $^{41}$Am source with an energy of 59,541 keV. After applying quality cuts to reject unstable detector operation, pile-up and bad pulse-shape events, a final exposure of 0.46 kg days was collected [12].

Figure 4 shows the events surviving quality cuts in the light-energy plane. A linear relation between light output and the energy deposited in the NaI crystal is clearly visible. Magenta solid lines confine the central 80% of the $\beta/\gamma$-band. Accounting for the QFs given in [14], red and green bands correspond to recoils off Na and I respectively, while the almost horizontal event population at very small light energies originates from particle events taking place in the CdWO$_4$ carrier crystal. The black dashed line indicates the estimate of the hardware trigger threshold of the phonon detector at 10 keV, essentially limited by the high pile-up rate observed. The energy resolution at the $\sim$60 keV calibration line is found to be 5.0 keV showing a significant improvement towards lower energies. By comparing the amplitude of a scintillation light pulse induced from a 59.541 keV X-ray in the NaI, originating from the $^{241}$Am calibration source, to a direct hit of the light detector from a $^{55}$Fe X-ray calibration source, we find that 3.7% of the energy deposited in the NaI crystal is measured as light [12].

In the second detector prototype, the beaker-shaped light detector, as foreseen for the final detector design (Figure 2), was implemented. The prototype was tested in the same facility used for the first prototype and, after applying the quality cuts, a total exposure of 1.32 kg days was collected. The result is shown in 5: black solid lines indicate a fit of the $\beta/\gamma$-band to the data with 80% bands. The mean line of the band is well modeled by a simple linear function, the width of the band includes contributions from the baseline resolutions of phonon and light detector, a Poisson-statistics term accounting for
the quantization of the scintillation light photons and an empiric term scaling with light energy (e.g. potential position dependencies). Moreover, three characteristic structures are clearly evident: the line at \( \sim 60 \) keV originating from gammas from the \(^{241}\)Am source, the so-called escape peaks from \( \text{I} \) at \( \sim 30 \) keV and a line at around 3 keV caused by \(^{40}\)K Auger electrons. \( \text{Na} \) (blue) and \( \text{I} \) (green) recoil bands are calculated using the QFs of [14]. The magenta band is populated by events originating in the carrier crystal and showing a different pulse-shape than events in the \( \text{NaI} \) absorber [13].

The phonon detector was operated with a hardware trigger threshold of \( 8.26 \pm 0.02 \) (stat.) keV, still significantly above the COSINUS design goal of 1 keV. A baseline resolution for the phonon detector of 1.01 keV was achieved increasing to 4.5 keV at the \(^{241}\)Am-peak at about 60 keV. With the second prototype an absolute light yield of 13.1 % was obtained. This value is roughly three times higher than that obtained with the first prototype and has been achieved thanks to the geometry of the beaker-shaped light detector [13].

Both in the measurement of the first and second COSINUS prototypes, we found that \( \text{NaI} \) exhibits a different pulse shape compared to other materials (\( \text{Al}_2\text{O}_3 \), \( \text{CaWO}_4 \), \( \text{ZnWO}_4 \), \( \text{CdWO}_4 \), \( \text{CaF} \), and \( \text{TeO}_2 \)) and, thus, cannot be convincingly described by the model for cryogenic particle detectors of [15]. We performed a pulse shape analysis by averaging \( \text{O}(100) \) events of the same energy deposition. We fit the averaged pulse both with the two-component model described in [15] and with a three-component fit. In the latter case, to the standard thermal and non-thermal components described in [15], we added a second thermal component. The results are shown in Figure 6 and 7 respectively: the residuals of both fits clearly show that the additional third component significantly improves the fit result and almost perfectly describes the measured pulse, while the two-component fit does not [12, 13]. As a result of this analysis we can conclude that the peculiarity of \( \text{NaI} \) is a long decay time of the pulse. As the decay time exceed the maximally available record window of the present DAQ we will switch to a dead-time free DAQ in the future, thus allowing to record the full tail which is a immensely useful tool to understand the origin of this third pulse component.
4 Conclusions and perspectives

The COSINUS R&D project aims at developing a NaI-based detector to solve the long-standing tension of the DAMA/LIBRA result in the panorama of direct DM searches. By using the same target material of the DAMA experiment, the target dependencies can be ruled out. Moreover, the use of a cryogenic apparatus and of a dual channel read-out, will allow to perform a signal to background discrimination on an event-by-event basis unique to NaI DM searches.

The first prototype developed by the COSINUS collaboration was the first successful measurement of a NaI crystal operated as cryogenic scintillating calorimeter measuring simultaneously the phonon and light signal from a particle interaction. The implementation of the second prototype has been the proof-of-principle measurement of the final detector design. We measured 13.1% (∼40 photons/keV) of the energy deposited in the NaI as scintillation light thus exceeding the original COSINUS design goal (4%) by more than a factor of three and proving that undoped NaI exhibits an outstandingly high light output at low temperatures. Moreover we observed a peculiar phonon pulse-shape previously not seen in numerous other materials.

At present, we are carrying out the optimization of the performances of a new detector prototype in a dedicated low-background cryostat in the underground Hall C at LNGS while the realization of further prototypes, by using high-purity both doped and undoped crystals, is foreseen. These tests together with the planned neutron test beam at the Tandem accelerator at TUM/LMU in Munich, to directly measure for the first time the QFs of a NaI crystal operated at cryogenic temperatures, will open the way for the realization of the COSINUS DM detector.
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Abstract

The CRESST experiment is searching for dark matter particles via their elastic scattering off nuclei in a target material. The CRESST target consists of scintillating CaWO₄ crystals which are operated as cryogenic calorimeters at millikelvin temperatures and read out by transition edge sensors. Each interaction in the CaWO₄ target crystal produces a phonon signal and also a light signal that is measured by a secondary cryogenic calorimeter. The low energy thresholds of these detectors, combined with the presence of light nuclei in the target material, allow to probe the low-mass region of the parameter space for spin-independent dark matter-nucleon scattering with high sensitivity.
1 Introduction

In this era of precision cosmology we know that ordinary matter constitutes less than 5% of the matter in the Universe [1] the remaining 95% is divided by Dark Matter (≈ 27%) and Dark Energy (≈ 68%). Despite its large abundance, the nature, the origin, and the composition of Dark Matter (DM) is still unknown. Unraveling this problem is one of the major challenges of modern physics. Direct DM searches exploit a great variety of different detector technologies, all aiming to observe dark matter particles via their scattering off nuclei in their detectors. In the last few years, many direct DM projects have probed with increasing sensitivity the mass-cross section parameter space for DM-nucleus elastic scattering in the so called “WIMP mass region”[2]. Most of these experiments are suitable for DM candidates with masses ≥ 30 GeV/c², where the sensitivity gain is mainly driven by the exposure. Nevertheless, a number of theoretical models favouring lighter dark matter candidates (e.g. [3, 4, 5, 6, 7]) have recently moved the interest of the community to the mass region below 10 GeV/c². As such light dark matter particles produce only very low-energy nuclear recoils (below keV), the challenge for their detection is to achieve a sufficiently low threshold in terms of recoil energy, with enough background discrimination at these low energies. Cryogenic experiments currently provide the best sensitivity for light dark matter particles, with the CRESST-III [30] experiment exploring the sub-GeV/c² dark matter particle mass regime.

2 Detector principle

Cryogenic detectors are low-temperature (∼ 10 - 20 mK) calorimeters that measure the energy deposited in an absorber material by an interacting particle as an increase of temperature in an appropriate temperature sensor. Experiments based on this type of detectors developed strategies to distinguish background from a possible dark matter signal on an event-by-event base.

The CRESST target consists of scintillating CaWO₄ crystals (phonon detectors). Each interaction in CaWO₄ produces a phonon signal in the target crystal, yielding a precise energy measurement (approximately independent of the type of interacting particle), and a light signal that is measured by a secondary independent cryogenic calorimeter (light detector) allowing for particle identification [11, 12]. A phonon detector and the corresponding light detector form a so-called detector module.

Both, phonon and light detectors are read out via tungsten transition edge sensors (TES) and are equipped with a heater to stabilize the temperature in their operating point in the transition between normal and superconducting state. The heater is also used to inject pulses which are needed for the energy calibration and for the determination of the energy threshold.

3 The CRESST Setup at LNGS

The main part of the facility at LNGS is a cryostat, whose design had to combine the requirements of low temperature with those of low background. As can be seen in Fig. 1,
the dilution unit of the cryostat and the dewars containing cryogenic liquids do not extend into the experimental area.

![Figure 1: Schematic drawing of the CRESST setup. A cold finger (CF) links the cryostat (CR) to the experimental volume, where the detectors are arranged in a common support structure, the so called carousel (CA). This volume is surrounded by layers of shielding from copper (CU), lead (PB), and polyethylene (PE). The copper and lead shieldings are additionally enclosed in a radon box (RB). An active muon veto (MV) tags events which are induced by cosmic radiation.

The low temperatures are provided by a $^3\text{He} - ^4\text{He}$ dilution refrigerator and transferred to the detectors via a 1.3 m long copper cold finger. The detectors are arranged in a common support structure, the so-called carousel, and mounted inside the cold box which consists of five concentric radiation shields surrounding the experimental volume and the cold finger. Two internal cold shields consisting of low-level lead are attached to the mixing chamber ($\sim 10$ mK) and to a thermal radiation shield at $\sim 77$ K, respectively, in order to block any line-of-sight from the non-radio-pure parts of the dilution refrigerator to the detectors inside the cold box. The cold box is surrounded by several layers of shielding against the main types of background radiation: layers of highly pure copper and lead shield against $\gamma$-rays, while polyethylene serves as a moderator for neutrons. The inner layers of shielding are contained in a gas tight box to prevent radon from penetrating them. In addition, an active muon veto using plastic scintillator panels is installed to tag muons. The veto surrounds the lead and copper shielding and covers 98.7 % of the solid angle around the detectors, a small hole on top is necessary to leave space for the cryostat.
4 CRESST-III Detectors

The results of CRESST-II and the growing interest in the scientific community to explore DM regions different from the WIMP parameter space moved the focus of CRESST to explore the low DM mass part of the parameter space. The results from CRESST-II Phase 2 [8, 10] clearly demonstrate that the energy threshold is the main driver for exploring such region in the parameter space. This is related to the fact that the spectrum of DM interaction for a given target material becomes steeper as the mass decreases. The amount of events that drops below a given threshold thus increases for lower DM masses. As a consequence lowering the threshold of the detectors open the access to parameters space regions that are strongly suppressed for higher threshold detectors. Given the kinematics of coherent, elastic dark matter particle-nucleus scattering, extremely low thresholds of \( O(50 \text{ eV}) \) are necessary to access dark matter particle masses of \( O(0.1 \text{ GeV}) \). In order to reach the desired threshold the CRESST-III detector layout has been optimized for low dark matter search. The new CaWO\(_4\) crystal target is a cuboid of dimensions (20x20x20)mm\(^3\), corresponding to a target mass of \( \sim 24 \text{ g} \), with a background level of \( \approx 3 \text{ counts/(keV kg day)} \). The thermometer design has been optimized to achieve a threshold of \(< 100 \text{ eV}\).

![CaWO\(_4\) target crystal](image)

Figure 2: 24 g CRESST-III module. Left: picture of the module during preparation of Phase 1, with one of the side copper shields open. The CaWO\(_4\) crystal (with the TES) and the light detector, both held by crystal sticks, are clearly visible inside the reflecting enclosure. Right: schematic sketch of the detector module.

In fig 2 a schematic view of the new CRESST module and a picture of one of the CRESST-III detectors are shown. In this optimized version of CRESST-III detector, the phonon and light detectors of each module are held by CaWO\(_4\) sticks and the sticks holding the phonon detectors are equipped with TES. This novel concept for an instrumented detector holder in addition to a fully scintillating housing allow to realize a veto against events related to the crystal support. However, to minimize the need of the read out channels the sticks of each holding system are connected to a single SQUID.
4.1 Preliminary results from CRESST-III Phase 1

CRESST-III Phase 1 is an array of 10 modules, for a total mass of $\sim 240$ g of CaWO$_4$. Seven of these crystals are of CRESST-II quality [28], while three are CaWO$_4$ crystal of improved quality. The latter are grown in the crystal growth facility at TUM (Technische Universität München) from raw material which was purified by an extensive chemical treatment. Each of the modules requires three read-out channels. One is connected to the phonon detector (CaWO$_4$ absorber), one to the light detector and one to the instrumented holding sticks.

The CRESST cryostat was cooled down in May 2016. The first data-taking period has started in July 2016 and since November 2016 the experiment is steadily collecting dark matter data. During October 2016 a high statistic gamma calibration has been carried out and from the end of March 2017 to half of May 2017 the dark matter data taking was interrupted again to perform a high statistic neutron calibration.

To fully exploit the potentialities of the CRESST-III modules, a data acquisition system which continuously records the detectors has been implemented, allowing the off-line application of an optimized software trigger. For CRESST-III we developed a method based on the optimum filtering technique to quantify the lowest trigger threshold achievable as a function of the acceptable amount of noise events. Applying this method, which is thoroughly described in [31], we obtain for Det-A the noise trigger rate above threshold as a function of threshold shown in fig. 3.

![Figure 3: Noise trigger rate above threshold as function of threshold calculated for Det-A. For this detector, threshold values of 26.1 and 22.6 eV correspond respectively to 1 and 100 noise triggers per (kg day) above threshold.](image)

This optimum filtering technique can be applied to all the other detectors and this will allow to determine the threshold for each of them. Optimum thresholds for each detector are shown in fig. 4 in which the bars identify the threshold values corresponding respectively to 1 and 100 noise triggers per (kg day) above threshold. Moreover, it can be seen that one detector has reached the design goal while the 4 other detectors have even exceeded it.
Figure 4: Thresholds evaluated for each detector using the optimum filter method. Each detector is associated to a bar which identify the threshold values corresponding respectively to 1 and 100 noise triggers per (kg day).

Considering the obtained thresholds the analysis started from Det-A, for which we have a total exposure of 2.39 kg days. After rate and stability cut, namely to control noise conditions and the operating point of the TES, a net exposure of 2.21 kg days is reached. For this first analysis a conservative analysis threshold of 100 eV, corresponding to the original threshold goal, was chosen.

The methods used for the analysis of the data are analogous to the ones thoroughly described and discussed in [10, 8] and references therein. A blind analysis is carried out by first defining a statistically insignificant part of the data set as a training set. Selection criteria to remove pulses for which a correct determination of the amplitude is no guaranteed are decided on the training set, not included in the final exposure, and then applied blindly without any change to the whole final data set.

Figure 5: Cumulative signal survival probability for Det-A after all the selection criteria are applied.
For all the cuts energy dependent efficiencies are measured by applying the cuts on a set of artificial nuclear recoil events with discrete known energies created by superimposing signal templates on empty baselines periodically sampled throughout the run. The fraction of signals with a certain simulated energy passing the cuts yields the respective survival probability. In fig. 5 the cumulative signal survival probability for Det-A is shown after all selection criteria are applied. The detector has a signal survival probability of 79.5% at the analysis threshold of 100 eV.

Figure 6: Det-A data in the light yield versus energy plane. The solid lines mark the 90% upper and lower boundaries of the $e/\gamma$ band (blue), the band for recoils off oxygen (red) and off tungsten (green). The dark matter acceptance region is highlighted in yellow.

In fig. 6 all the events surviving the selection criteria taken with Det-A are presented in the light yield versus energy plane. The light yield is defined for every event as the ration of light to phonon signal. Electron recoils have a light yield set to one by calibration (at the calibration energy of $\sim 63$ keV). Nuclear recoils produce less light than electron recoils and the reduction is quantified for each target nucleus by the quenching factors, precisely known from dedicated independent measurements. In fig. 6 the solid blue lines mark the 90% upper and lower boundaries of the $e^-/\gamma$-band, with 80% of electron recoil events expected in between. From this band, with the knowledge of the quenching factors from the different nuclei present in the target material, the nuclear recoil bands for scattering off tungsten, calcium and oxygen (respectively solid green, not shown and solid red in fig. 6) are calculated analytically. The acceptance region for the dark matter analysis (yellow region in fig. 6) is defined to extend in energy between the analysis threshold of 100 eV and 40 keV and in light yield to span from the 99.5% lower boundary of the tungsten band to the center of the oxygen band, in agreement with previous analyses. The low energy spectra are shown in fig. 7: in the blue histogram all the events are considered, in the red one only the events in the acceptance region are presented. A total of 33 events are observed in the acceptance region, clustering at energies from threshold to less than 1 keV, with just one outlier at 3.7 keV. Through the Yellin optimum interval method [13, 14] a preliminary upper limit with 90% confidence level on the elastic spin-independent interaction cross section of dark matter particles with nucleons has been calculated. The exclusion limit resulting from the blind analysis reported here is drawn in solid red line in fig. 8.
Figure 7: Low-energy spectrum of all events recorded with Det-A. The insert shows a zoom into the energy spectrum. In both the images the blue histogram shows all the events while the red histogram shows the events in the acceptance region (yellow region in fig. 6).

Figure 8: Parameter space for elastic spin-independent dark matter-nucleon scattering. The preliminary result from CRESST-III Phase 1 (red solid line) is compared with the limit from CRESST-II Phase 2 (red dashed line) [10]. For comparison, exclusion limits (90% C.L.) of other dark matter experiments are shown [23, 24, 22, 32, 33, 34, 35, 36, 37]. The favoured parameter space reported by CDMS-Si [17] and CoGeNT [18] are drawn as shaded regions.

Compared to the previous CRESST result [10] shown in fig. 8 as dashed red line, the reach is extended down to dark matter particle masses of 350 MeV/c². At 500 MeV/c² the cross-section sensitivity is improved by one order of magnitude while for higher masses the limit is comparable to that of the previous result, despite the very small exposure. The steep rise of the particle event rate towards lower energies observed in the acceptance
the region below $\sim 500$ eV, the origin of which is presently unknown, hinders the sensitivity for low-mass searches (i.e. dark matter particle masses below $\sim \text{GeV}/c^2$). The event at 3.7 keV is the cause of the limited sensitivity in the intermediate mass range (i.e. between $\sim 1 \text{GeV}/c^2$ and $\sim 5 \text{GeV}/c^2$). At higher masses the sensitivity scales, as expected, with exposure.

5 Conclusions and Outlook

The first results on low-mass dark matter obtained with the Phase 1 of CRESST-III confirm that a low energy threshold represents a crucial requirement for direct dark matter searches aiming to achieve sensitivity to dark matter particles with masses $\sim 1 \text{GeV}/c^2$ and below. With only 2.39 kg days of raw data taken with Det-A and with an analysis threshold conservatively set at 100 eV, the CRESST-III experiment improves the sensitivity of CRESST-II by one order of magnitude for a dark matter particle mass of 500 MeV/$c^2$ and further extends the reach of the experiment down to 350 MeV/$c^2$, reaffirming its leading sensitivity for light dark matter. Despite the presence of background in the acceptance region, using the full exposure of the CRESST-III experiment and further extending the lower boundary of the search energy range down to the detector threshold, a significant progress is expected in the near future in the exploration of the low mass regime.
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Cryogenic Underground Observatory for Rare Events (CUORE) is an experiment which aims to achieve a half-life sensitivity of $10^{26}$ years for neutrinoless double beta decay ($0\nu\beta\beta$) in $^{130}$Te using cryogenic bolometry. $0\nu\beta\beta$ decay is one of the most sensitive probes for physics beyond the Standard Model, providing unique information on the nature of neutrinos. With this sensitivity have started to explore the inverted hierarchy region of neutrino masses. The detector consists of a close-packed array of TeO$_2$ crystals containing $\sim$206 kg of $^{130}$Te in total, which has been cooled to an operating temperature of $\sim$10 mK inside a large, dedicated cryostat.

In the enclosed report we summarize the activities of the collaboration in the past year at the Laboratori Nazionali del Gran Sasso (LNGS). It has been a singular year for CUORE. We have started the primary scientific mission of the fully operational detector. During this period, the first data were collected and the scientific results of that analysis reported; CUORE currently sets the best lower limit on the half-life of $0\nu\beta\beta$ decay in $^{130}$Te.
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I. CUORE DETECTOR OVERVIEW

The CUORE detector consists of 988 ultra-radiopure TeO$_2$ bolometers arranged into 19 towers. Each crystal therefore serves both as source and detector of $0\nu\beta\beta$ decay in $^{130}$Te. An individual CUORE tower consists of 52 crystals held inside a copper structure by Teflon (PTFE) brackets in an arrangement of 13 four-crystal floors. A picture of the assembled CUORE detector is shown in Fig. 1, together with a detailed view of an individual tower and floor.

In order to operate as a bolometer, a neutron transmutation doped (NTD) germanium thermistor and a joule heater are glued to one face of each crystal. The thermistors measure the $\mu$K-scale temperature fluctuations due to particle interactions with the crystal/absorber. The heaters deliver a fixed (and extremely precise) amount of energy to generate a pulse as similar as possible to the signal corresponding to a physical event, thus allowing to correct the detector response to the same energy deposition. These sensors are directly wire-bonded to readout ribbons held by copper trays, in turn fixed to the tower structure. All the copper components directly facing the crystals have been cleaned by following a strict protocol specifically designed and developed at the Legnaro National Laboratory (LNL). Furthermore, in order to minimize the recontamination of the components during the subsequent handling, all the towers were constructed in dedicated airtight LN$_2$ flushed glove boxes.

The CUORE detector cannot operate in a standard dilution refrigerator. Therefore, a custom cryogenic system had to be designed and commissioned in order to guarantee the optimal operation of the experiment for a live-time of years, satisfying a set of very stringent experimental requirements in terms of high cooling power, low noise environment and low radioactivity content.

The adopted solution consisted in a large custom cryogen-free cryostat cooled by 5 Pulse Tube refrigerators and by a high-power $^3$He/$^4$He Dilution Unit. The CUORE cryostat comprises six nested vessels, the innermost of which encloses the experimental volume (Fig. 2). To avoid radioactive background, only a few construction materials were acceptable and over 7 tonnes of lead had to be cooled below 4 K. The different stages thermalize at about 300 K, 40 K, 4 K, 800 mK (Still), 60 mK (HEX) and 10 mK (MC). The 300 K and the 4 K vessels are vacuum-tight and enclose the Outer Vacuum Chamber (OVC) and the Inner Vacuum Chamber (IVC), respectively. The IVC contains the detector shielding lead. The lead shields include the Top Lead and the Internal Lateral and bottom Shield, the latter being made of ancient Roman lead. The Tower Support Plate holding the detector is attached to a dedicated suspension system in order to reduce the amount of vibrations and is placed right below the Top Lead. The 4 K and the 40 K vessels are externally covered with a multilayer aluminized superinsulation for the protection against thermal radiation. The IVC cool down to $\sim 50 K$ is driven by the Fast Cooling System, which injects cold He gas inside the same IVC for a faster and more efficient cooling process. The whole cryostat is protected from the external...

![Fig. 1: (Right) The completed 19-tower CUORE detector. (Left) Rendering of an individual tower with a detail of a single floor.](image-url)
radioactivity by the External Lateral and bottom Shield, a 18 cm polyethylene + 2 cm H$_3$BO$_3$ + 25 cm lead shield on the side and 25 cm lead + 20 cm borated polyethylene shield on the bottom. In order to calibrate the detector while in operation, a dedicated system had been integrated in the cryostat, allowing for the insertion and extraction of the sources without perturbing the cryogenic environment.

II. DETECTOR CALIBRATION

The CUORE Detector Calibration System (DCS) deploys radioactive sources through the CUORE shielding and places them close to the detectors in order to calibrate each bolometer in the array. This requires moving the sources from room temperature into the 10 mK environment without disrupting the detector operation. Key features of this system include the active cooling through a mechanical squeezing contact at 4 K, motion of the lightweight source string under gravity to minimize friction and frictional heating, and the construction from pure and clean materials. The detector calibration group, lead by the Yale group, completed commissioning of this system in early 2016 during Run 4 and published a detailed technical report in NIM (Nucl. Instrum. Methods A 844, 32-44 (2017)).

After successful tests of the DCS during Run 4, we began our first calibration of the detectors in April 2017. We were able to deploy all 12 source strings, consisting of 6 inner strings between the detectors towers and 6 outer strings surrounding the detector array outside the 50 mK vessel, down into the cryostat to cool down the detectors. With the strings deployed, we were able to calibrate most of the detectors with only a few days of calibration time, as expected. During the year, we calibrated the detectors a total of 5 times, once before and after each dataset and once during commissioning. Each deployment took roughly 24 hours to complete after an overnight “precooling” period at the 4 K stage, as expected, and we observed no problems due to any thermal perturbation of the detectors during deployment (see Fig. 3). Extracting the calibration sources also went as expected, taking roughly 16 hours each time.

We did run into some issues with the calibration, namely that the gate valves between the volumes that held the source strings in between calibrations and the cryostat volume would leak upon activation. This caused some buildup of blockages in the tubes between the 300 K and 4 K volumes due to the gas freezing. While we were able to clear the blockages in most cases for the deployment of the strings, this issue became increasingly problematic. However, we were able to clear these blockages by a short warm-up of the cryostat and later replaced the leaking valves during a subsequent warm-up at the end of the year.

With the DCS, we were able to successfully calibrate the detectors after each deployment using the multiple gamma

FIG. 2: Rendering of the CUORE cryostat.
The blue line corresponds to the position of the source string as it is deployed, and the black line is the measurement from the noise thermometer. As we deploy inner strings, there is some heating on the cryostat which recovers quickly afterwards, so we deploy the inner strings one at a time in the detector region while moving the other strings.

FIG. 3: Cryostat base temperature and string positions while deploying an inner string into the detector region. The blue line corresponds to the position of the source string as it is deployed, and the black line is the measurement from the noise thermometer. As we deploy inner strings, there is some heating on the cryostat which recovers quickly afterwards, so we deploy the inner strings one at a time in the detector region while moving the other strings.

Each channel consists of a chain that includes a differential voltage sensitive preamplifier, a second stage programmable amplifier and a programmable antialiasing filter. Each channel provides also the detector biasing currents. A pulser is used for detector stabilization. The amplification/biasing chains are organized in 14 racks, 78 channels per rack. Each rack contains a pair of ultra-stable and low noise linear power supplies. The pulsers are housed in 4 additional racks. The racks that include the amplification chains and the pulsers are located on the top and close to the refrigerator, inside the Faraday room, designed to shield low frequency magnetic fields. The antialiasing filters are organized in 4 additional racks in crate located just outside the Faraday cage and close to the DAQ.

FIG. 4: Event rates for the calibration data summed over all the detectors in both datasets. By matching pulse amplitudes to the known energies of these peaks, we are able to use this calibration over a physics dataset.

peaks in the decay chain of Thorium 232, shown in Fig. 4.

III. ELECTRONICS FRONT-END STATUS AND PERFORMANCE

The goal of the electronics is to provide an effective low-noise system for reading and monitoring CUORE detectors. It interfaces with the CUORE Data Acquisition System (DAQ) which records the data and provides a link with the slow control and data analysis tools. It was installed and is fully operative since early 2016.

Each channel consists of a chain that includes a differential voltage sensitive preamplifier, a second stage programmable amplifier and a programmable antialiasing filter. Each channel provides also the detector biasing currents. A pulser is used for detector stabilization. The amplification/biasing chains are organized in 14 racks, 78 channels per rack. Each rack contains a pair of ultra-stable and low noise linear power supplies. The pulsers are housed in 4 additional racks. The racks that include the amplification chains and the pulsers are located on the top and close to the refrigerator, inside the Faraday room, designed to shield low frequency magnetic fields. The antialiasing filters are organized in 4 additional racks in crate located just outside the Faraday cage and close to the DAQ.
The power to the whole electronics is provided by a low noise AC/DC floating system. The system ground is star-like and its center is at the DAQ. The DAQ itself is optically coupled to the computer system.

The electronics is fully programmable and monitored from the control room. The communication link is a serial CAN-bus routed on optical fibers.

Temperature stabilization of the whole detector frame is done with a Proportional Integrative (PI) SW that runs on a dedicated computer. The feedback is managed by the computer SW, which is in communication (through the optically coupled CAN-bus) with a pulser board which provides the DC output to a heater and is able to read, with 24-bit resolution, the thermometer on the detector frame. The reading/setting rate is a fraction of Hz.

IV. DATA ACQUISITION STATUS AND PERFORMANCE

The CUORE data acquisition system (DAQ) was installed in June 2016. It is composed by 64 NI-PXI-6284 digitizer boards, for a total of 1024 analog input channels. The digitizers are hosted in six PXI chassis that are contained in two rack cabinets (3 chassis each). A third rack cabinet hosts the six computers dedicated to the data readout (one per chassis) and the event builder computer. The event builder computer is also provided with communication interfaces used to control the analog components of the readout chain.

The CUORE DAQ was used intensively in 2017 showing a good performance. During the detector pre-operation and optimization phases, the automatic procedures for the characterization of the detectors (load curves resistance measurements), worked with no major problems. While they were being used, these procedures underwent some tweaking and optimization, following an iterative process with the aim of meeting the experimental needs of CUORE. Besides saving triggered events in correspondence of particle pulses, the DAQ also saves continuously the detectors’ waveforms, making them accessible to the offline analysis. In calibration and physics runs the continuous data streams amount to about 120 GB/day.

V. ONLINE MONITORING

CUORE Online/Offline Run Control (CORC), developed by the University of California, Berkeley (UCB) and Lawrence Berkeley National Labs (LBNL) groups, and Slow Monitoring (SM), developed by the Massachusetts Institute of Technology (MIT) group, are high-level interfaces for monitoring the detector parameters and cryostat operations data. The underlying back-end is a Python-based web server (Pyramid) utilizing MongoDB for database storage. The last year saw many new features added to CORC and some significant code base improvements, as well as some changes to the disk format used for the database storage on the servers. For the database storage, the drive partitions on all CORC/SM machines were reformatted to XFS instead of Ext4, following MongoDB recommendations for optimal performance. Additionally a script was created that will take one of the replica set members offline periodically to perform a clone of the database for backup purposes. This script runs on the 1st and 17th of every month and 3 such back ups are kept in the event that the replica set is corrupted.

The CORC/SM page’s underlying JavaScript was significantly improved as well over last year. Code in the primary files now satisfies JSHint formatting and style guides to remove potentially ambiguous or unpredictable code behavior. Additionally modern JavaScript array methods are used where possible avoiding cumbersome for-loops, and a more functional approach is taken. This provides more clarity to the code and simplifies it greatly allowing not only improved maintainability but also performance benefits. Several areas of the code were rewritten to better use the asynchronous JavaScript Promises API properly and a new charts factory was created to provide a common API for generating chart templates. Histogram computation was switched from client side to server side, greatly improving the speed of histogram generation, and allowing access to all histogram methods employed used in NumPy. In addition to code improvements, several new features were also added to CORC/SM over the last year: the ability to select portions of a run to compute summary statistics on, a towers overview page, an arbitrary time range chart for CORC variables, and an overhauled bad interval flagging page.

The ability to use an arbitrary portion of a run to compute summary statistics allows the user to view the detector colormap for subsets of the run as opposed to the whole run (e.g., the first 10 minutes vs the last 10 minutes) and can be useful for detecting changes over the duration of an entire run that may otherwise average out to an acceptable value over the course of an entire run.

The towers overview page provides 52 charts arranged in 13 rows and 4 columns (mimicking the floor and position layout of the bolometers on the run info or home pages). This provides a quick way for a shifter to examine tower-based behavior of various quantities at a glance and set appropriate bad intervals as needed. The towers page features time series, histogram and scatter plot views of various parameters. Additionally the shifter may synchronize the
charts’ X or Y axes via a pair of toggle buttons allowing meaningful comparison of values across all 52 charts. This is accomplished via a custom written plugin to the Highcharts API.

The arbitrary time range plot allows the user to view a parameter across an arbitrary time range including any portion of multiple runs, allowing for long-term stability diagnostics at a glance. The interface is overhauled to include multiple checks on correct time values and to allow the user to bind time values to include specific runs, or to select an entire dataset. Additionally only valid runs are acceptable inputs to the run fields, an improvement that will be ported to other pages in the near future.

The overhauled bad interval flagging provides a pop-up modal interface for the user to more intuitively select multiple channels based on any portion and combination of tower, floor, and position. The interface allows for multiple such selections for a common bad interval and provides checks for if the user has included all channels, as well as better guards against creating an interval that has boundaries outside of the selected run. The flagging interface on the Flags page was overhauled to use a plugin called ngGrid, similar to the Runs page, and now provides pagination to avoid slowdowns from attempting to load several thousand items at once. Additionally the shifters may now edit existing flags in addition to the standard Approve/Reject options. Edited flags will be returned for approval upon successful re-submission and provide an easy way to amend an existing flag without removal and re-creation.

VI. CRYOGENY MONITOR AND CONTROL SYSTEM

CUORE Cryogeny Monitor and Control System (CMCS) is a crucial part of the whole CUORE slow control. It consists of roughly hundred LabView based Virtual Instruments (VIs), organized in a more general architecture, running on a dedicated 17 slots NI PXIe. CMCS not only acquires all the needed information coming from several different instrumentations, by dialoguing with each of them with different protocols, but also controls all the cryogenic equipment (pumps, compressor, etc.) and other vital parameters. During the year 2017, the CMCS has been regularly updated to make it more reliable, to enlarge its functionalities and monitor/control tools. For example in order to have a more robust control of the five Pulse Tubes (PTs), needed together with the Dilution Unit (DU) to keep the CUORE Cryostat at base temperature, a custom designed software (PTControl) has been developed to supervise the five PTs simultaneously on the NI PXIe. The previous configuration was running an original Cryomech software on a normal Windows OS PC, surely a less reliable option. The need to develop the PTControl was due to the fact that the Cryomech control VIs are not open access and they could not work on the PXIe that has a Real-Time OS. New diagnostic tools on the PXIe performances have been also developed and are presently running. They are monitoring the PXIe DAQ dead times, memory usage, bus status, crate modules status and CPU and hard disk performances. Finally also the Fast Cooling Monitor and Control System (FCMCS) has been updated for further use.

VII. COMPUTING INFRASTRUCTURE

We make use of six computing clusters for data analysis and Monte Carlo simulations. The Unified LNGS IT Environment (U-LITE) at LNGS is the primary computing resource for CUORE. U-LITE has 32 CPUs (64 cores) with 127 terabytes (TB) of hard disk drive (HDD) storage and 9.3 TB of fast solid-state drive (SSD) cache dedicated to CUORE. An additional 400 cores are available when not used by other experiments. CNAF, PDSF, Cori, Savio and Omega are secondary computing clusters available for Monte Carlo simulations, user analyses, code development, and other tests. The CNAF and PDSF clusters are also used to serve as backup storage for the official CUORE data. CNAF, located in Bologna, Italy, has up to 1500 cores available to CUORE and 170 TB of dedicated storage. CNAF went down in October 2017 due to a water-related accident, but it has been in recovery since March 2018. Unfortunately, this accident caused the loss of CUORE data stored at CNAF. The raw data is now in the process of being recovered from the primary repository at U-LITE. However, we did not make a backup of the data from the Monte Carlo simulations, but we are in the process of re-running the simulations. PDSF, which is part of the National Energy Research Scientific Computing Center (NERSC) located in Berkeley, California, USA, has up to 1536 cores available to CUORE and 80 TB of dedicated storage. Cori, also part of NERSC, is now a Cray XC40 supercomputer that has uses that same storage as PDSF, and CUORE has only recently taken advantage of its availability. CUORE has more than 100 TB of dedicated tape backup storage on the High Performance Storage System (HPSS) also located at NERSC. Savio is a 8040-core cluster of the University of California Berkeley, California, USA. Cori, also part of NERSC, is now a Cray XC40 supercomputer that has uses that same storage as PDSF, and CUORE has only recently taken advantage of its availability. CUORE has more than 100 TB of dedicated tape backup storage on the High Performance Storage System (HPSS) also located at NERSC. Savio is a 8040-core cluster of the University of California Berkeley, California, USA. So far CUORE has used Savio for re-running all the MC simulations lost on CNAF, as well as for the studies of CUORE sensitivity to $0\nu\beta\beta$ decay. The Omega cluster which has 640 cores with minimal permanent storage, is located at the Yale University in New Haven, Connecticut, USA. CUORE uses the Omega cluster exclusively for Monte Carlo simulations. The CUORE DAQ collects about 50 GB of raw data per day. The data are automatically copied from storage in the underground labs to the U-LITE computing center in the above ground labs at LNGS. From there the
collaboration begins the data analysis process. From the above ground labs the data are copied to 2 backup sites: one at the CNAF computing center in Italy and the second at NERSC HPSS in the USA.

We employ the open source relational database PostgreSQL to store and retrieve structured objects used by the data acquisition system and analysis, and the document-oriented database MongoDB to manage the diagnostics from the data analysis and the slow control. The master PostgreSQL database is located in the main surface building at LNGS and is copied, with native replication, to slave databases in the underground CUORE lab, to CNAF, and to the LBNL in Berkeley, California. The rare event where communication to the master database is lost triggers a failover and the database located in the CUORE lab becomes the master to prevent interruptions to data taking. The master MongoDB is also located in the main surface building at LNGS and is natively replicated on slave databases located in the underground CUORE lab and at LBNL with a similar failover system.

We use the version control system Git to manage the source code for CUORE data acquisition and analysis, simulations, control systems, as well as drafts for journal articles and reports. We host the CUORE Git repository on an Enterprise GitHub server located at the MIT that includes issue tracking and online software documentation. We have also built a website that includes both public and collaborator specific information on CUORE. The collaborator specific information includes automatically generated Doxygen software documentation, author list generators, and shift management.

VIII. FIRST DATA FROM CUORE

The data collection is organized in runs of about one day of duration. In turn, the runs are grouped into datasets, each started and ended with a calibration and containing about one month of physics data (the data collected for the $0\nu\beta\beta$ decay).

The CUORE data taking started with dataset DS3018 at the beginning of May 2017. The detector was operated at a stable temperature of ($15.0\pm0.1$) mK. The opening calibration lasted 5 days (from May 6th to May 11th), then we took physics data in a stable mode for about 24 days (until June 4th). The dataset was closed by a second calibration which lasted 4 days, from June 6th to June 10th. Dataset DS3018 was initially triggered with event windows of 5 seconds each. Later it was proven that it was possible to improve the energy resolution with event windows of 10 seconds each. Therefore, the continuous data from DS3018 were re-triggered with 10 second windows.

The final part of June and the first part of July were dedicated to the detector optimization and test runs. The data taking was retrieved at the end of July with the dataset DS3021. Again, the first and final days were devoted to the calibration (from July 30th to August 2nd and from September 4th to September 9th), while 27 days of physics data were collected (from August 4th to August 31st 2017). Given the previous experience, this second dataset was acquired directly saving event windows of 10 seconds. In addition to the longer event windows, the improved noise situation and the lower derivative trigger thresholds resulted in a better energy resolution and a higher number of channels that reached the final steps of the analysis.

In both datasets the number of active channels was 984. However, during the analysis a fraction of these had to be removed for different reasons: some of the channels where too noisy, others failed during one or more analysis steps, others did not collect a sufficient number events during the calibration and so on. In the end, after removing these problematic channels, the analysis was performed on 876 channels for dataset DS3018 and on 935 channels for dataset DS3021. Accordingly the contribution from these channels was also removed from the exposure computation yielding an exposure of TeO$_2$ of 37.6 kg·yr for dataset DS3018 and of 48.7 kg·yr for dataset DS3021, obtaining a total exposure of 86.3 kg·yr, more than twice the exposure of CUORE-0.

IX. DETECTOR CHARACTERIZATION AND OPTIMIZATION

Few months during the CUORE operations in 2017 were devoted to the detector characterization and optimization. The first rough optimization occurred before the first dataset; the second period dedicated to the signal optimization was in July 2017, between the first and the second dataset. The latest optimization period occurred during fall 2017, after the end of the first data taking period, in preparation for the data taking in 2018.

The optimization consists in the tuning of all the detector parameters and the control of those environmental conditions on which we can act, keeping in mind that the final goal is to maximize the sensitivity which depends, among other factors, on the energy resolution and on the live time. We can indeed tune the detector in order to minimize the probability of having periods of unstable data taking, and at the same time improving the energy resolution.

The factors concurring to the worsening or improving of the energy resolution are countless, but most of them concur to the Signal To Noise Ratio (SNR). A bad SNR is partially due to noise sources such as electronic noise and
mechanical vibrations induced on the systems and partially due to detector parameters such as the voltage chosen to bias the sensors and the operational temperature. A good SNR allows to correctly evaluate the signal amplitude, thus obtaining a good energy resolution.

Among the factors that highly influence the quality of the data we can also find the derivative trigger thresholds and other electronics and DAQ settings. In fact, despite the experience with CUORE-0, we are dealing with a totally new system, hence the first few months were dedicated to a better understanding of the detector itself. These studies lead to a significant improvement of the data quality during the first few months after the CUORE cool down.

A. Operational temperature

Temperature scans around base temperature were performed to choose the one that optimizes the signal and at the same time allows to work with the designed NTD resistance of \( \approx 100 \ \text{M}\Omega \). For each temperature, a subset of channels - 3 towers - were considered for the analysis. Each one has NTDs belonging to different (neutron implantation) batches. Three temperature scans were performed: one in early March 2017 (from 9 mK to 16 mK), one in July 2017 (from 11 mK to 27 mK) and one in September 2017 (from 11 mK to 19 mK).

The first aimed to identify the working temperature and the second was performed to cross-check the initial choice, after some improvement on the noise and on the data-analysis software were done. From the analysis of the resolution on the baseline and on the pulsers, and the NTD resistance at working point in the first two scans, there was an hint that we could improve the resolution by working at a low temperature. However, the average NTD resistances at the working point get to values above hundreds of \( \text{M}\Omega \), far off the designed value, while at higher temperatures the NTD resistances decrease to the designed range. In order to find a compromise between good resolution and NTD resistances values at working point that would well match the status of the readout electronics, the working temperature was initially set at 15 mK for the CUORE initial data-taking.

The third temperature scan was performed with the calibration sources deployed in order to study the resolution variation with temperature on physics events from the calibration \( \gamma \) lines of Tl (2615 keV) and Ac (911 keV). Fig. 5 (Left) shows the pulser and baseline resolution in the second temperature scan while Fig. 5 (Right) shows the spectral line resolution during calibration in the third temperature scan. The third temperature scan confirmed indeed that lower temperatures lead to a better energy resolution for particle signals, with an average improvement of \( \approx 15\% \) from 15 mK to 11 mK. For this reason the next data taking will happen at an operational temperature of 11 mK. Since the NTD working resistances at 11 mK will be higher (reaching the G\( \Omega \)) than the nominal values proposed for CUORE, care would be taken in setting NTDs operating conditions which would ensure a stable and uniform response in a wide energy range.

The third temperature scan was performed with the calibration sources deployed in order to study the resolution variation with temperature on physics events from the calibration \( \gamma \) lines of Tl (2615 keV) and Ac (911 keV).

Fig 5 (Left) shows the pulser and baseline resolution in the second temperature scan while Fig.5 (Right) shows the spectral line resolution during calibration in the third temperature scan. The third temperature scan confirmed indeed that lower temperatures lead to a better energy resolution for particle signals, with an average improvement of \( \approx 15\% \) from 15 mK to 11 mK. For this reason the next data taking will happen at an operational temperature of 11 mK. Since the NTD working resistances at 11 mK will be higher (reaching the G\( \Omega \)) than the nominal values proposed for CUORE, care would be taken in setting NTDs operating conditions which would ensure a stable and uniform response in a wide energy range.
B. Load curves

For the operation of the NTDs as bolometric sensors, the application of the correct bias voltage is crucial. For this purpose, it is necessary to acquire special runs that allow to study the variation of the NTD resistance, signal amplitude and baseline noise as a function of the applied voltage. During these runs the bias voltage is varied and for each voltage configuration a fixed number of noise and pulser events are acquired.

The main goal of this procedure is to measure the characteristic I-V curve (called load curve) of the detectors. An example of load curve for one of the CUORE channel is reported in Fig. 6. From the load curve plots, it be seen that the maximum of the amplitude of the heater signals does not correspond to the same bias for which the baseline RMS gets to its minimum; this is due to competitive processes in the channel response that lower the noise for higher bias (lower NTD resistance) but at the same time reduce the thermal gain of the bolometer when more power is injected. The chosen working point is the bias voltage identified along the load curve such that it corresponds to the best SNR, which is a compromise of maximizing the signal amplitude and minimizing the noise.

Moreover we must pay attention in choosing a polarization voltage which sits at a safe distance from the inversion point of the load curve: in fact an excessive proximity to the inversion could cause pulse deformations and instabilities in the measured signal, therefore loosing the uniformity and linearity of the channel response.

For each temperature for which we want to operate, a load curve scan has to be performed in order to identify and set the NTD polarization bias to the optimal working point for each active channel.

A dedicate set of load curve runs has been taken at 15 mK before the beginning of the first dataset (late April 2017), to set the working points for DS3018 and DS3021, and at 11 mK (late December 2017) in order to choose the correct bias for the next data taking period.

![Fig. 6: Example of load curve for one of the CUORE channels: the red dotted line marks the voltage corresponding to the maximum amplitude of the signal while the green dotted line identifies the chosen working point.](image)

C. Trigger thresholds

Given the low sampling frequency, CUORE exploits an online derivative trigger whose role is identifying particle induced pulses at all energies.

CUORE bolometers have a variety of behaviors, thus their characteristic noise is often very different. This is the reason why the parameters of the derivative trigger algorithm (in particular the thresholds) must be tuned channel by channel with an automated procedure based on the characteristic noise of the bolometer itself. The selection of the derivative trigger thresholds has been done before each one of the datasets used in the first CUORE 0νββ analysis.

Few test runs were acquired after setting the derivative trigger parameters to check the trigger efficiency for each channel. These runs are characterized by multiple heater pulses at different amplitudes in the low energy part of the spectrum. In this case we adopt a configuration with 8 different pulser amplitudes from few keV to about 1000 keV, each one repeated in average 12 times during the duration of the run (≈ 14 hours). As a figure of merit for the quality of energy thresholds we used the energy corresponding at the 90% of the trigger efficiency.

Finally all the values calculated for the energy threshold at 90% trigger efficiency can be collected in the distribution of Fig. 7. This distribution gives a quantitative idea of the overall goodness of the energy thresholds. Particularly relevant is that most of the channels have an energy threshold below 150 keV, value that has been chosen as analysis threshold during the analysis of the first two datasets.
D. PT phase scan and noise cancellation

The Pulse Tube (PT) cryorefrigerators are one of the main source of vibrations, which are transmitted to the detector through the cryostat. The movement of the PTs rotating valves induce indeed a vibration on the cryostat at 1.4 Hz and its harmonics.

The superposition of these vibration frequencies emitted by the active PTs, combined with the complexity of cryostat suspension system, creates an interference pattern whose main components are modulated with periodicity as short as few tens of seconds, up to several hours. In Fig. 8 (Left) the amplitude of the most prominent noise components of one bolometer, due to the PTs is shown as a function of time: it can be noticed that the amplitude of each component modulates in time. This noise is particularly dangerous because its typical frequencies are in the same range of the signal induced by particle interactions (from 1 to 10 Hz). In addition to a series of countermeasures adopted in order to mechanically decouple the detector from the PTs, a new custom software has been developed in order to control the velocity of the PT rotating valve, thus controlling the frequency of the induced noise. This allowed to perform a stabilization in time of the noise and to cancel out the most prominent noise contributions. Fig. 8 (Right) shows the amplitude of the main noise contributions due to the PTs, after the stabilization, but not yet in the optimal configuration.

This technique allowed to improve the bolometers performances in term of energy resolution. The noise cancellation technique, has been applied in its first rough version to DS3018 and in its final optimized version to DS3021.

FIG. 7: Derivative trigger thresholds at 90% trigger efficiency for DS3021.

FIG. 8: (Right) Amplitude of the PT induced noise frequencies before stabilization. (Left) Amplitude of the PT induced noise frequencies after stabilization.
In 2017, we published different physics papers with the CUORE physics results. Together with a Physical Review Letter paper presenting the first results from CUORE we published two papers related to the projected background and to the sensitivity of CUORE. These papers are detailed below in this section. Moreover, we wrote a paper presenting the analysis techniques developed to search for low energy rare events with CUORE and a paper about the possibility to study rare event processes (e.g., dark matter and axion interactions) with CUORE. Finally, we published several technical papers about CUORE related technologies and instrumentations and a physics paper related to the $2\nu\beta\beta$ analysis of the CUORE-0 data. The complete publication list is reported on Section XII.

A. First results from CUORE: A search for lepton number violation via $0\nu\beta\beta$ decay decay of $^{130}$Te

This paper presents the first CUORE results referring to two month-long data collection periods which ran from May to June and August to September of 2017. By examining a total TeO$_2$ exposure of 86.3 kg yr, characterized by an effective energy resolution of (7.7±0.5) keV FWHM (Fig. 9 left) and a background in the region of interest of (0.014±0.002) cts/(keV-kg-yr), we found no evidence for neutrinoless double-beta decay (Fig. 9 right). We placed a lower limit on the decay half-life of $T_{1/2}^{0\nu}(^{130}\text{Te}) > 1.3 \times 10^{25}$ yr (90% C.L.). Combining this result with those of Cuoricino and CUORE-0 experiments, we obtained the most stringent limit to date on $0\nu\beta\beta$ decay decay of $^{130}$Te, $T_{1/2}^{0\nu} > 1.5 \times 10^{25}$ yr. Interpreting this result as a limit on the effective Majorana neutrino mass, we find $m_{\beta\beta} < (110 - 520)$ meV, where the range reflects the nuclear matrix element estimates employed.

This work was published in Physical Review Letters (PRL) and was highlighted by the editors as an Editors’ Suggestion and was covered in Physics (March 26, 2018 - Physics 11, 30) along with papers from GERDA and Majorana experiments (https://physics.aps.org/articles/v11/30). Although finally published in 2018, it is reported here because it represents the culmination of the scientific work in 2017.

B. The projected background for the CUORE experiment

In this paper, published in the European Physics Journal C (EPJC), the different sources that are expected to contribute to the CUORE background are analyzed in detail. The study exploits the available data on bulk and surface contamination of CUORE construction materials and is based on the final design of the experiment. The equivalence of the CUORE and the CUORE-0 detector tower structure and materials allowed us to fully exploit the results of the CUORE-0 background model as input for the activity of all the common sources (mainly TeO$_2$ and CuNOSV bulk and surface contaminations). We developed a detailed Monte Carlo simulation to evaluate the expected background due to the various sources in the energy region where the peak signature of neutrinoless double beta decay of $^{130}$Te is expected. This paper shows that the work and processes involving material selection and surface cleaning
were successful in yielding a result consistent with the CUORE target background rate of $10^{-2}$ cnts/(keV·kg·yr) in the region of interest (Fig. 10).

![Histogram representing the background rate expected in the ROI for the various components of CUORE. The grey bars indicate 90% C.L. upper limits while the dots (with 1σ uncertainties) indicate derived values. Only statistical uncertainties are indicated.](image)

**FIG. 10:** Histogram representing the background rate expected in the ROI for the various components of CUORE. The grey bars indicate 90% C.L. upper limits while the dots (with 1σ uncertainties) indicate derived values. Only statistical uncertainties are indicated.

### C. CUORE sensitivity to $0\nu\beta\beta$ decay decay

In this paper, published in the European Physics Journal C (EPJC), we report a study of the CUORE sensitivity to neutrinoless double beta decay. We used a Bayesian analysis based on a toy Monte Carlo (MC) approach to extract the exclusion and the discovery sensitivity to the $0\nu\beta\beta$ decay decay of $^{130}$Te. We considered various background levels and energy resolutions, and analyzed the influence of the data division in subsets with different background levels. If the background level and the energy resolution meet the expectation ($10^{-2}$ cnts/(keV·kg·yr) and 5 keV FWHM, respectively), CUORE will reach a 90% exclusion sensitivity of $9\times10^{25}$ yr with 5 years of live time (Fig. 11). Under the same conditions, the 3σ discovery sensitivity will be $4\times10^{25}$ yr.
FIG. 11: 90% credibility interval exclusion sensitivity for a 5 keV FWHM. The red crosses correspond to the median sensitivity for a background level of $10^{-2}$ cts/(keV·kg·yr), while the smaller black crosses correspond to the median sensitivity obtained after shifting the background level up and down by an amount equivalent to its statistical and systematic uncertainty summed in quadrature. The different colored areas depict the 1σ, 2σ, and 3σ ranges of the toy-MC experiments computed for each live time. The dark green line shows the sensitivity estimated in a previous analysis [arXiv:1109.0494v3]. The horizontal green line at $4 \times 10^{24}$ yr corresponds to the limit obtained with CUORE-0 and Cuoricino.

FIG. 12: (Left) Ettore Fiorini and Oliviero Cremonesi, spokesperson-emeritus and spokesperson, respectively, for CUORE cutting the ribbon at the CUORE inauguration. (Right) Carlo Bucci and Oliviero Cremonesi popping champagne in the underground lab during the inauguration. Photo credit: Daniele Castri.

XI. CUORE INAUGURATION

On October 23rd, we hosted the inauguration of CUORE at LNGS. This event culminated the many-years-long work performed by members of the collaboration in order to get the first physics result from CUORE and thanked the many entities that had contributed to its success. During the event we invited scientists, media personnel, and representatives from NSF, DOE, and INFN to come to LNGS for the ceremony. The day started with a public seminar from Matteo Biassoni on the first results from CUORE which was live-streamed on the CUORE Facebook page (https://www.facebook.com/CUORECollaboration/) and garnered nearly 700 views. Afterwards, there were remarks from the director of LNGS and representatives from INFN, DOE, and NSF, which wrapped up with comments on the history, construction, and future outlook of CUORE from multiple collaborators. The inauguration finished with a trip to the underground laboratory for a tour of the lab and the CUORE experiment with a ribbon-cutting, shown in Fig. 12 (left), followed by a short celebration with champagne, shown in Fig. 12 (right).
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Abstract

DAMA is an observatory for rare processes located deep underground at the Gran Sasso National Laboratory of the I.N.F.N. (LNGS); low background scintillators are developed and exploited. During 2017 the main experiments have been performed with: i) DAMA/LIBRA-phase2 (second phase of the second generation DAMA/LIBRA set-up with sensitive mass \( \approx 250 \) kg highly radiopure NaI(Tl), upgraded in 2008, 2010 and at the end of 2012); ii) the DAMA/LXe set-up (sensitive mass: \( \approx 6.5 \) kg liquid Kr-free Xenon enriched either in \(^{129}\)Xe or in \(^{136}\)Xe); iii) the DAMA/R&D set-up (a facility to perform relatively small scale experiments, mainly investigating double beta decay modes in various isotopes); iv) the DAMA/Ge set-up (mainly dedicated to sample measurements and to specific measurements on rare processes); some activities are also performed with the Ge-Multi, GeCris and Broad Energy Germanium detectors of the STELLA facility; v) the DAMA/CRYS set-up (a small set-up for prototype tests, detectors’ qualification and small scale experiments). The main DAMA activities during 2017 are summarized in the following.

1 DAMA/LIBRA

DAMA/LIBRA (Large sodium Iodide Bulk for Rare processes) is a unique apparatus for its sensitive mass, target material, intrinsic radio-purity, methodological approach and all the controls performed on the experimental parameters (see Ref. [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16] and the 2017 publication list). It is the successor of DAMA/NaI [17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29], with a larger exposed mass, higher duty cycle and increased sensitivity. The main goal of DAMA/LIBRA is the investigation of the Dark Matter (DM) particles in the galactic halo by exploiting the DM model independent annual modulation signature [30, 31].

The granularity of the apparatus (25 detectors in a matrix 5×5) is an important feature to study DM and for background identification since DM particles can just contribute to events where only one of the 25 detectors fires (single-hit events) and not to those where more than one detector fire in coincidence (multiple-hit events). The apparatus has also the unique feature (as well as DAMA/NaI) that gamma calibrations are regularly performed down to the software energy threshold in the same conditions as the production runs, without any contact with the environment and without switching-off the electronics. After the phase1, at present the DAMA/LIBRA–phase2 (installed at the end of 2010) is continuously running. The high light yield and other response features have allowed working in a safe and reliable way down to 1 keV, profiting of new photomultipliers (PMTs) of higher quantum efficiency [6] and new preamplifiers and of improvements on the electronics and DAQ. The first year was dedicated to the commissioning of the experiment.

During 2017 the data taking of a sixth full annual cycle has been carried out, analyses were progressed and a new data release foreseen during 2018.

Among the scientific goals of this running set-up we briefly mention: i) investigation with high sensitivity of the DM particle component in the galactic halo by the model independent approach known as DM annual modulation signature, with highly precise determination of the modulation parameters (which carry crucial information); ii) corollary
investigations on the nature of the candidate and on the many possible astrophysical, nuclear and particle physics scenarios; iii) investigations on other possible model dependent and/or model independent approaches to study DM particles, second order effects and some exotic scenarios; iv) improvement on the sensitivity to explore rare processes other than DM as performed by the former DAMA/NaI and DAMA/LIBRA–phase1 apparatus [9, 10, 11, 29].

This requires dedicated work for reliable collection and analysis of very large exposures to reach more competitive sensitivities. As regards the DM features, see e.g. the Sect 6 of Ref. [22] and the Appendix of Ref. [2]. In particular, the latter shows how the decreasing of the software energy threshold (as in the present DAMA/LIBRA–phase2) can offer the possibility to disentangle among some of the many possible DM scenarios.

1.1 DAMA/LIBRA–phase1

The total exposure of DAMA/LIBRA–phase1 is 1.04 ton × yr in seven annual cycles; when including also that of the first generation DAMA/NaI experiment one gets 1.33 ton × yr, corresponding to 14 independent annual cycles [4].

The DAMA/LIBRA–phase1 data gave evidence for the presence of DM particles in the galactic halo, on the basis of the exploited model independent DM annual modulation signature by using highly radio-pure NaI(Tl) target, at 7.5 σ C.L.. When including also the first generation DAMA/NaI experiment the C.L. is 9.3 σ. At present status of technology the DM annual modulation is the only model independent signature available in direct DM investigation that can be effectively exploited. All the many specific requirements of the signature are fulfilled by the data and no systematic or side reaction able to mimic the exploited DM signature is available (see e.g. Refs.[2, 3, 4, 20, 21, 22, 32, 33, 34, 35, 36, 37, 7, 8, 13] and the 2016 publication list). In addition, the compatibility with some of the scenarios available in literature and the different parameters are discussed in Refs. [21, 22, 18, 23, 24, 25, 26, 27, 28, 5, 38, 39, 14, 15], in Appendix A of Ref. [2], and in the 2017 publication list. A further large literature is available on the topics; many possibilities are open.

Various proceedings/papers about the already released DAMA/LIBRA-phase1 data have been published.

1.2 The Mirror Dark Matter analysis

Studies on DM features, second order effects, and several other rare processes are in progress with the aim to reach very high sensitivity, thanks to the progressive increasing of the exposure. In 2017 a new analysis of the DM model-independent annual modulation result obtained by DAMA/NaI and DAMA/LIBRA–phase1 in terms of mirror DM (an exact duplicate of ordinary matter from parallel hidden sector) has been published.

Two scenarios have been considered: the asymmetric Mirror DM in Ref. [15] and the symmetric one (see 2017 publication list).

In both cases, the obtained values of the $\sqrt{f\epsilon}$ (where $f$ is the fraction of DM in the Galaxy in form of mirror atoms and $\epsilon$ is the coupling constant) parameter are well
compatible with cosmological bounds. In the analysis several uncertainties on the astrophysical, particle physics and nuclear physics models have been taken into account in the calculation.

In the framework of asymmetric mirror matter, the DM originates from hidden (or shadow) gauge sectors which have particles and interaction content similar to that of ordinary particles. It is assumed that the mirror parity is spontaneously broken and the electroweak symmetry breaking scale $v'$ in the mirror sector is much larger than that in the Standard Model, $v = 174$ GeV. In this case, the mirror world becomes a heavier and deformed copy of our world, with mirror particle masses scaled in different ways with respect to the masses of the ordinary particles. Then, in this scenario DM would exist in the form of mirror hydrogen composed of mirror proton and electron, with mass of about 5 GeV which is a rather interesting mass range for DM particles. The data analysis in the Mirror DM model framework allows the determination of the $\sqrt{f}\epsilon$ parameter. As mentioned above, in the analysis several uncertainties on the astrophysical, particle physics and nuclear physics models have been taken into account in the calculation. The obtained values of the $\sqrt{f}\epsilon$ parameter in the case of mirror hydrogen atom ranges between $7.7 \times 10^{-10}$ to $1.1 \times 10^{-7}$ and they are well compatible with cosmological bounds [15]. In addition, releasing the assumption $M_{A'} \simeq 5m_p$, allowed regions for the $\sqrt{f}\epsilon$ parameter as function of $M_{A'}$, mirror hydrogen mass, obtained by marginalizing all the models for each considered scenario, have been obtained [15]; they also are well compatible with cosmological bounds.

In the symmetric mirror DM scenario (see 2017 publication list) the DM particles are expected to form bubbles in the Galaxy with diameter which could be even as the size of the solar system. The dark halo is composed by different species of mirror DM particles (different mirror atoms) and, at the present epoch, is crossing a region close to the Sun with a constant velocity, $v_{halo}$ in the Galactic frame. The velocity distribution of the particles can be considered maxwellian; it is assumed that the halo has its own local equilibrium temperature, $T$. In the analysis halo temperatures in the range $10^4 - 10^8$ K have been considered. In the framework of symmetric mirror DM model (see 2017 publication list), 3 different scenarios have been considered depending on: i) the adopted quenching factors; ii) either inclusion or not of the channeling effect; iii) either inclusion or not of the Migdal effect. For each scenario, halo compositions with halo temperature in the range $10^4 - 10^8$ K and halo velocity varying from -400 to +300 km/s have been considered. The results achieved for the symmetric mirror DM demonstrate that many configurations and halo models favoured by the annual modulation effect observed by DAMA correspond to $\sqrt{f}\epsilon$ values well compatible with cosmological bounds (see 2017 publication list). It is worth noting that this analysis predicts in most halo models an increase of the DM Mirror signal below 2 keV; these behaviours could be tested with the present DAMA/LIBRA-phase2.

As an example, in Figure 1, the allowed regions for the $\sqrt{f}\epsilon$ parameter as a function of $v_{halo}$ in different scenarios are reported; in particular, the regions have been obtained by considering a composite dark halo composed by H' (20%), He' (74%), C' (0.9%), O' (5%), Fe' (0.1%) with a temperature $T = 5 \times 10^5$ K. The depicted contours correspond to different quenching factor modeling (see 2017 publication list).
Figure 1: Symmetric Mirror Dark Matter. Example of allowed regions for the $\sqrt{f}\epsilon$ parameter as a function of $v_{\text{halo}}$ (halo temperature $T = 5 \times 10^5$ K). The regions have been obtained by considering a composite dark halo $\text{H}'(20\%), \text{He}'(74\%), \text{C}'(0.9\%), \text{O}'(5\%), \text{Fe}'(0.1\%)$, with $v_0 = 220$ km/s and parameters in the set A of the published paper (see 2017 publication list). The five contours correspond to different quenching factor modeling.

1.3 DAMA/LIBRA–phase2 during 2017 and prospects

The upgrades performed on DAMA/LIBRA (DAMA/LIBRA–phase2) have allowed the experiment to reach a software energy threshold of 1 keV, also improving several experimental features such as e.g. the energy resolution [6].

During 2017, the data taking of DAMA/LIBRA–phase2 has continued; the 6th full annual cycle was completed and the data taking of the 7th cycle started.

The model independent data analysis of the first 6 full annual cycles of DAMA/LIBRA–phase2 has been progressed (see below Table 1). We recall that the first annual cycle was dedicated to commissioning, optimisations and data taking mainly focused to the achievement of 1 keV software energy threshold [6].

During the first 6 full annual cycles $1.3 \times 10^8$ events from sources have been collected for the energy calibrations, while $3.4 \times 10^6$ events/keV have been collected for the evaluation of the acceptance window efficiency near software energy threshold.

Some new electronic cards are in development and in test; they will allow a simplification of the electronic chain.

R&D studies towards the possible DAMA/LIBRA–phase3 are continuing; in particular, the development of new metallic PMT with high quantum efficiency has been satisfactorily carried out and some PMTs HAMAMATSU R11065-20MOD are at hand.

A multi-purpose 1 ton (full sensitive mass) set-up made of highly radio-pure NaI(Tl) was proposed in 1996 to INFN-CSN2, and the funded R&D-II, DAMA/LIBRA and R&D-III were considered as intermediate steps. As previously reported, the final design is based
Table 1: Details about the annual cycles of DAMA/LIBRA–phase2. The mean value of the squared cosine is \( \alpha = \langle \cos^2 \omega(t - t_0) \rangle \) an the mean value of the cosine is \( \beta = \langle \cos \omega(t - t_0) \rangle \) (the averages are taken over the live time of the data taking and \( t_0 = 152.5 \) day; i.e. June 2\(^{nd} \)); thus, the variance of the cosine, \( (\alpha - \beta^2) \), is \( \approx 0.5 \) for a detector being operational evenly throughout the year.

<table>
<thead>
<tr>
<th>DAMA/LIBRA–phase2 annual cycle</th>
<th>Period</th>
<th>Mass (kg)</th>
<th>Exposure (kg( \times )day)</th>
<th>( (\alpha - \beta^2) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Dec. 23, 2010 – July 29, 2011</td>
<td>242.5</td>
<td>62917</td>
<td>0.519</td>
</tr>
<tr>
<td>2</td>
<td>Nov. 2, 2011 – Sept. 11, 2012</td>
<td>242.5</td>
<td>60586</td>
<td>0.534</td>
</tr>
<tr>
<td>3</td>
<td>Oct. 8, 2012 – Sept. 2, 2013</td>
<td>242.5</td>
<td>73792</td>
<td>0.479</td>
</tr>
<tr>
<td>4</td>
<td>Sept. 8, 2013 – Sept. 1, 2014</td>
<td>242.5</td>
<td>71180</td>
<td>0.486</td>
</tr>
<tr>
<td>5</td>
<td>Sept. 1, 2014 – Sept. 9, 2015</td>
<td>242.5</td>
<td>75135</td>
<td>0.480</td>
</tr>
<tr>
<td>6</td>
<td>Sept. 10, 2015 – Aug. 24, 2016</td>
<td>242.5</td>
<td>67527</td>
<td>0.522</td>
</tr>
<tr>
<td>7</td>
<td>Sept. 7, 2016 – Sept. 25, 2017</td>
<td>242.5</td>
<td>75135</td>
<td>0.480</td>
</tr>
</tbody>
</table>

on the fulfilment of three additional replica of the present DAMA/LIBRA set-up and some activities were carried out in the light of related problems regarding the supplying and purifications of high quality NaI and, mainly, TlI powders and the creation of suitable protocols.

2 DAMA/LXe

In 2017 the data taking has been concluded. The set-up will be decommissioned during 2018, and the DAMA/CRYS set-up, which is presently located in an extremely small area (about 6 m\(^2\)), will be moved to the inner ground floor of the barrack. This will allow us to suitably install and operate the already built cryogenic system for DAMA/CRYS and use some components of the set-up previously available there.

Data analysis is in progress.

3 DAMA/R&D

The DAMA/R&D installation is a general-purpose low background set-up used for measurements on low background prototypes and for relatively small-scale experiments [40, 41, 42, 43, 44, 45, 46, 47, 48] and 2017 publication list.
The measurements mainly investigate $2\beta$ decay modes in various isotopes; both the active and the passive source techniques have been exploited as well as the coincidence technique. Particular attention is dedicated to the isotopes allowing the investigation of the $2\beta^+$ processes and, in particular, to resonant $2\epsilon$, $\epsilon\beta^+$ decay channels. The investigation of neutrino-less $2\beta^+$, $2\epsilon$ and $\epsilon\beta^+$ processes can refine the understanding of the contribution of right-handed currents to neutrino-less $2\beta$ decay; therefore developments of experimental technique to search for $2\epsilon$, $\epsilon\beta^+$, and $2\beta^+$ processes are strongly required considering also that in the $2\beta^+$ investigations a gap of several orders of magnitude between theoretical expectations and experimental results is the usual situation and the better achieved sensitivities do not exceed the level of $T_{1/2} \approx 10^{22} \text{ yr}$. Even more important motivation to search for double electron capture appears from possibility of a resonant process thanks to energy degeneracy between initial and final state of the parent and daughter nuclei. Such a resonant process could occur if the energy of transition ($Q_{2\beta}$) minus the energies of two bounded electrons on K or/and L atomic shells of daughter nucleus is near to the energy of an excited level ($E_{\text{exc}}$) of the daughter isotope.

Therefore, investigations on various kinds of new scintillators and preliminary works for the future measurements are also in progress within the DAMA activities.

Some of the main results during 2017 are listed in the following.

- **Investigations of $2\beta$ decay of $^{116}\text{Cd}$ with $^{116}\text{CdWO}_4$ crystal scintillators (in final stage).**
  The $2\beta$ decay of $^{116}\text{Cd}$ has been investigated with enriched $^{116}\text{CdWO}_4$ crystal scintillators (mass of 1162 g) over 35324 h (AURORA experiment). The half-life of $^{116}\text{Cd}$ relatively to the $2\nu2\beta$ decay of $^{116}\text{Cd}$ to the ground state of $^{116}\text{Sn}$ was measured with the highest up-to-date accuracy as $T_{1/2} = [2.69 \pm 0.02\text{(stat.)} \pm 0.12\text{(syst.)}] \times 10^{19} \text{ yr}$ (one of the most accurate $2\nu2\beta$ half-life values ever measured). A new improved limit on the $0\nu2\beta$ decay of $^{116}\text{Cd}$ to the ground state of $^{116}\text{Sn}$ was set $T_{1/2} > 2.4 \times 10^{23} \text{ yr}$ at 90% C.L., which is the most stringent known restriction for this isotope. It corresponds to the effective Majorana neutrino mass limit in the range (0.9–1.6) eV, depending on the nuclear matrix elements used in the analysis. New improved half-life limits for the different modes of $0\nu2\beta$ decay with majoron(s) emission and for the $2\beta$ transitions to the excited states of $^{116}\text{Sn}$ were set at the level of $T_{1/2} \approx 10^{21} – 10^{22} \text{ yr}$. The scientific paper is under completion.

- **An experiment to search for $2\beta$ decay of $^{116}\text{Cd}$ to excited levels of $^{116}\text{Sn}$ (in preparation)**
  An experiment to search for $2\beta$ decay of $^{116}\text{Cd}$ to excited levels of $^{116}\text{Sn}$ (first of all to the $1^+ 0^+ 1757 \text{ keV}$ excited level) is planned by using the highly radio-pure enriched $^{116}\text{CdWO}_4$ crystal scintillator with mass 133 g obtained by re-recrystallization [49]. It is planned that $^{116}\text{CdWO}_4$ scintillation detector will operate in coincidence with external gamma counters. HP Ge detectors, scintillation detectors with CdWO$_4$ crystals or some other effective radio-pure detectors can be used to detect gamma quanta expected in the transition 463 keV and 1294 keV). Then, the experiment can also profit of the higher-energy-resolution GeMulti ultra-low background HPGe gamma spectrometer.
• **113Cd and 113mCd beta decays (in final stage)**

New studies of the highly forbidden 113Cd and of the first forbidden 113mCd beta decays are in progress; the publication is in preparation.

• **Radioactive elements segregation in crystals (in progress)**

Investigation to develop ultra-radio-pure scintillators for rare events searches is continuing.

• **R&D of radio-pure high quality ZnWO₄ for DM directionality investigations (in progress)**

ZnWO₄ crystal scintillators have very interesting radio-purity [43] and a substantial dependence of scintillation response (both quenching and pulse-shape) on direction of alpha particles. This feature is expected to be also valid for heavier ions, and it can be used to search for nuclear recoils due to some particular DM candidates [50]. Four new ZnWO₄ crystal scintillators 50 mm in diameter and 45 mm in height (two after the first and two after the second crystallisation) were installed in the DAMA/R&D low background set-up to test the radio-purity level. The measurements and data analysis are in progress. In parallel, an R&D on deep purification methods for tungsten and on advanced quality crystals after second crystallisation is in progress in collaboration the Nikolaev Institute of Inorganic Chemistry (Novosibirsk, Russia).

• **R&D of radio-pure Gd₂SiO₅(Ce) crystal scintillators (in preparation)**

Gd₂SiO₅(Ce) crystal scintillators, GSO(Ce), can be used to search for 2β decay of 152Gd and 160Gd. The 152Gd is interesting due to the possibility of resonant double electron capture, while 160Gd is a double beta active nucleus with one of the highest natural isotopic abundance. However, lanthanides are typically contaminated by thorium and uranium since bastnasites (minerals used to produce lanthanides) are contaminated at ≃1% level by uranium and thorium. We have at hand two samples of gadolinium oxide, others can be available in future, to measure radioactive contamination by actinium, since other radioactive impurities can be removed by using the methods developed in the framework of the DAMA-Kiev (Lepton Physics Department of the INR-NASU Kiev) collaboration. In case of low actinium concentration the material, after purification, can be used to produce Gd₂SiO₅(Ce) crystal scintillators for the experiment.

• **R&D of radio-pure SrI₂(Eu) crystal scintillators (in preparation)**

SrI₂(Eu) scintillators look promising detectors to search for 2β decay of ⁸⁴Sr (see Ref. [51], where only 6.6 g crystal was used). SrI₂(Eu) scintillators show a rather high scintillation efficiency (light yield of ≃ 90000 photons/MeV was reported in Ref. [52]). The idea is to develop highly radio-pure large-volume scintillators. As a first step, the purification of the europium oxide (that is expected to be the most contaminated raw material for the crystal growth) from radioactive contamination is under study, then crystal scintillators can be grown.

• **Other possible activities (in preparation)**
At the end of the present measurements, new measurements are foreseen in DAMA/-
R&D; among them: developments on new enriched CdWO$_4$ depleted in $^{113}$Cd, on highly radio-pure Ba compound scintillators, etc... The R&D of low background barium containing crystal scintillators to investigate double beta processes in $^{130}$Ba and $^{132}$Ba is continuing profiting of new scintillator detector.

DAMA/R&D is a general-purpose set-up and can assure us also in future the possibility to produce many kinds of low background measurements in an efficient way at well reduced cost.

4 DAMA/CRYS

DAMA/CRYS is a small test set-up mainly dedicated to tests on the performances of new scintillation detectors and to small-scale experiments. As mentioned above, in order to operate it more suitably and to install the already built cryogenic part, it is planned to move it in the inner part of the ground floor level of DAMA/LXe that will be dismounted during 2018. The main activities in 2017 are briefly summarised in the following.

- **Search for the $2\beta$ decay of $^{106}$Cd with the help of $^{106}$CdWO$_4$ crystal scintillators (in progress)**

  An experiment to search for $2\beta$ decay of $^{106}$Cd with the help of cadmium tungstate crystal scintillator enriched in $^{106}$Cd at 66\% ($^{106}$CdWO$_4$) in coincidence and anti-coincidence with two large volume CdWO$_4$ scintillation detectors in close geometry is in progress in the DAMA/CRYS set-up. The accumulated data are over 14064 hours. The possible double beta decay processes and the background components were simulated by Monte Carlo code; the data analysis is in progress. The sensitivity of the experiment is approaching the theoretical predictions for the electron capture with positron emission in $^{106}$Cd: $T_{1/2} > 3 \times 10^{22}$ yr (the best previous limit was $T_{1/2} > 1.1 \times 10^{22}$ yr). The results were presented at the CNNP2017 conference in Catania, October 15-21, 2017.

- **Cryogenic system (to be installed)**

  The two parts of the cryogenic system to be installed in DAMA/CRYS (to allow also measurements of the responses of various new/improved scintillators as a function of the temperature) are ready (see comments above).

- **Realisation of high purity PbWO$_4$ crystals**

  An R&D is in progress with the Institute for Scintillation Materials ((Kyiv, Ukraine), to grow PbWO$_4$ crystals of high radio-purity and high quality light response, obtained by second recrystallisation. Archeological lead, supplied by the INR of Kiev, is used and deeply purified by the Nat. Science Center Kharkiv Institute of Physics and Technology in 2017. Among the potential applications of PbWO$_4$ crystals, there is the use e.g. as compact light-guides for experiments on rare-events, such as in case of $^{106}$Cd $2\beta$ decay.
DAMA/CRYS is also a general-purpose set-up and can also assure us in future the possibility to produce many kinds of low background measurements in an efficient way at well reduced cost. Preparations of other future measurements are in progress.

5 DAMA/Ge and LNGS STELLA facility

In addition to samples measurements, the following activities have been carried out in 2017. Recent published results can be found in Ref. [53, 54, 55] and in the 2017 publication list. Improvements and preparations of other future measurements are in progress.

- **Investigation of $2\beta$ decay of $^{150}$Nd to the excited levels of $^{150}$Sm (in progress)**

  The experiment to search for $2\beta$ decay of $^{150}$Nd to the excited levels of $^{150}$Sm by using deeply purified 2.381 kg neodymium oxide samples installed in the GeMulti ultra-low background HPGe gamma spectrometer is in progress. The effect is already observed over 16375 h in coincidence with the half-life $T_{1/2} = (0.84^{+0.47}_{-0.22}) \times 10^{20}$ yr (statistical error) in agreement with the previous experiments ($T_{1/2} = 1.33^{+0.36}_{-0.23}$ (stat) $^{+0.37}_{-0.13}$ (syst) $\times 10^{20}$ yr [56] and $T_{1/2} = 1.07^{+0.45}_{-0.25}$ (stat)$\pm0.07$ (syst) $\times 10^{20}$ yr [57]). The measurements are in progress to increase the statistics and to improve the half-life value accuracy. A paper reporting preliminary results of the experiment is in preparation.

- **Search for rare $\alpha$ and $2\beta$ decay of osmium isotopes (in progress)**

  The experiment to search for $\alpha$ decay of $^{184}$Os and $^{186}$Os to the first excited levels of daughter nuclei, and for $2\beta$ decay of $^{184}$Os and $^{192}$Os is in progress. There is an indication of $\alpha$ decay of $^{186}$Os to the first excited level of $^{182}$W with the half-life $T_{1/2} = 2.9^{+3.3}_{-2.3} \times 10^{17}$ yr, which is near to the theoretical estimations $T_{1/2} = (0.9–2.3) \times 10^{17}$ yr. Only limit ($T_{1/2} > 4.5 \times 10^{15}$ yr) is set on the half-life of $^{184}$Os relatively to the $\alpha$ decay to the first excited level of $^{180}$W. The theory predicts $T_{1/2} = (1.5–3.3) \times 10^{15}$ yr. The isotopic abundance of the $^{184}$Os was accurately measured at the Curtin University (Australia) as $\delta = 0.0158(11)$% (2 sigma accuracy), with a precision higher than that of the Table value $\delta = 0.02(2)$% [58]). A next stage of the experiment is in preparation with the osmium sample placed directly inside the cryostat of the BEGe detector to improve the detection efficiency and the experimental sensitivity.

- **A first search for double beta decay of samarium, erbium and ytterbium by low background HPGe $\gamma$ spectrometry (in final stage)**

  First search for $2\epsilon$ and $\epsilon\beta^+$ decay of $^{144}$Sm, $^{162}$Er, $^{168}$Yb and search for $2\beta^-$ decay of $^{154}$Sm, $^{170}$Er, $^{176}$Yb to the excited levels of daughter nuclei has been realised with highly purified samarium, erbium and ytterbium oxide samples. Resonant neutrino-less double electron capture is possible in $^{164}$Er, and $^{168}$Yb, that makes these nuclei especially interesting. Data analysis and a paper are in preparation.
Purification of oxides (in progress) The R&D of methods to purify samarium, ytterbium, erbium, europium and gadolinium oxides is in progress. Investigations on deep purification of the samples, now at hands, are continuing.

5.1 New limits on $2\epsilon$, $\epsilon\beta^+$ and $2\beta^+$ decay of $^{136}\text{Ce}$ and $^{138}\text{Ce}$ with deeply purified cerium sample

Cerium contains three potentially $2\beta$ active isotopes: $^{136}\text{Ce}$, $^{138}\text{Ce}$ and $^{142}\text{Ce}$. The $^{136}\text{Ce}$ isotope is of particular interest because it has one of the highest Q-value among the nuclides which decay $2\beta^+$.

A search for double electron capture ($2\epsilon$), electron capture with positron emission ($\epsilon\beta^+$), and double positron emission ($2\beta^+$) in $^{136}\text{Ce}$ and $^{138}\text{Ce}$ was realized with a 465 cm$^3$ ultra-low background HP Ge $\gamma$ spectrometer over 2299 h, at the Gran Sasso underground laboratory.

Cerium oxide of 99% TREO purity grade was provided by the Stanford Materials Corporation and purified as described in [55]. However, the concentration of thorium remained rather high [55]. The contamination by thorium (along with radium) has a major impact on $2\beta$ experiments sensitivities. Thus, it was performed an additional purification of the material by using the liquid-liquid extraction method already successfully applied for a variety of rare earths purification from radioactive contamination [59]. The purification has reduced the thorium concentration in the sample by a factor of $\approx 60$, that allowed to improve the sensitivity of the experiment to the $2\epsilon$, $\epsilon\beta^+$ and $2\beta^+$ decay of $^{136}\text{Ce}$ by one order of magnitude (see 2017 publication list).

It should be stressed that deep purification of cerium is also motivated in the light of radio-pure crystal scintillators development. Cerium can be used to develop Ce-containing crystal scintillators (as e.g. CeF$_3$ and CeCl$_3$), and as a dopant in inorganic scintillators: Gd$_2$SiO$_5$(Ce), YAlO$_3$(Ce), LaBr$_3$(Ce), etc..

The sample of deeply purified cerium oxide with mass 627 g, encapsulated in a thin plastic container with internal sizes $\varnothing 90 \times 50$ mm, was placed on the endcap of a high purity germanium (HP Ge) detector named GeCris, with an active volume of 465 cm$^3$, in the STELLA facility at the Laboratori Nazionali del Gran Sasso. It was used as a source of $\gamma$ quanta expected in double $\beta$ decay of the cerium isotopes.

The energy spectrum measured by the HP Ge detector with the CeO$_2$ sample over 2299 h is presented in Fig. 2 together with background data accumulated over 1046 h. The counting rate in the energy spectrum measured with the CeO$_2$ sample is substantially lower than that after the first stage of the material purification [55]. There is some excess in the CeO$_2$ data due to the residual contamination of the sample, mainly by radium ($^{228}\text{Ra}$).

The results of the CeO$_2$ sample radio-purity analysis are presented in Table 2. For the details of the analysis see 2017 publication list.

The electron capture with positron and double positron emission in $^{136}\text{Ce}$ should lead to the emission of annihilation $\gamma$ quanta with energy 511 keV. Thus the bounds on the processes were set by analysing the annihilation $\gamma$ peak in the data taking into account the 511 keV peak in the background and the contributions in this peak from the contaminants.
Figure 2: Energy spectra measured by the GeCris HP Ge detector with cerium oxide sample (CeO$_2$) over 2299 h and background accumulated over 1046 h (Background). The counting rate in the energy spectrum accumulated with the CeO$_2$ sample is substantially lower in comparison to the previous experiment [55] thanks to the deep purification of the material. Some excess in the CeO$_2$ data is mainly due to the residual contamination of the sample by radium ($^{228}$Ra). Energy of $\gamma$ quanta are in keV.

Figure 3: Energy spectrum measured with the cerium oxide sample (CeO$_2$) over 2299 h and background (1046 h, Background) in the vicinity of the 511 keV annihilation peak. The experiment set the best up-to-date limits on different modes and channels of double beta decay of $^{136}$Ce and $^{138}$Ce at the level of $T_{1/2} > 10^{17} - 10^{18}$ yr. The sensitivity of the experiment is still far from the theoretical predictions. Further improvement of the experimental sensitivity can be achieved by using enriched materials, by further reduction of the background, and by the application of cerium-containing crystal scintillators to
Table 2: Radioactive contamination of the CeO$_2$ before and after the two purifications. The date for the activities of the CeO$_2$ sample after the 2nd purification is April 12, 2016. Upper limits are at 90% C.L. and uncertainties of the measured activities are at 68% C.L.

<table>
<thead>
<tr>
<th>Chain Nuclide</th>
<th>Activity (mBq kg$^{-1}$) before</th>
<th>Activity (mBq kg$^{-1}$) after 1st purification</th>
<th>Activity (mBq kg$^{-1}$) after 2nd purification</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{40}$K</td>
<td>$^{40}$K</td>
<td>$^{40}$K</td>
<td>$^{40}$K</td>
</tr>
<tr>
<td>$^{137}$Cs</td>
<td>$^{137}$Cs</td>
<td>$^{137}$Cs</td>
<td>$^{137}$Cs</td>
</tr>
<tr>
<td>$^{138}$La</td>
<td>$^{138}$La</td>
<td>$^{138}$La</td>
<td>$^{138}$La</td>
</tr>
<tr>
<td>$^{139}$Ce</td>
<td>$^{139}$Ce</td>
<td>$^{139}$Ce</td>
<td>$^{139}$Ce</td>
</tr>
<tr>
<td>$^{152}$Eu</td>
<td>$^{152}$Eu</td>
<td>$^{152}$Eu</td>
<td>$^{152}$Eu</td>
</tr>
<tr>
<td>$^{154}$Eu</td>
<td>$^{154}$Eu</td>
<td>$^{154}$Eu</td>
<td>$^{154}$Eu</td>
</tr>
<tr>
<td>$^{176}$Lu</td>
<td>$^{176}$Lu</td>
<td>$^{176}$Lu</td>
<td>$^{176}$Lu</td>
</tr>
<tr>
<td>$^{232}$Th</td>
<td>$^{232}$Th</td>
<td>$^{232}$Th</td>
<td>$^{232}$Th</td>
</tr>
<tr>
<td>$^{228}$Ra</td>
<td>$^{228}$Ra</td>
<td>$^{228}$Ra</td>
<td>$^{228}$Ra</td>
</tr>
<tr>
<td>$^{228}$Th</td>
<td>$^{228}$Th</td>
<td>$^{228}$Th</td>
<td>$^{228}$Th</td>
</tr>
<tr>
<td>$^{235}$U</td>
<td>$^{235}$U</td>
<td>$^{235}$U</td>
<td>$^{235}$U</td>
</tr>
<tr>
<td>$^{231}$Pa</td>
<td>$^{231}$Pa</td>
<td>$^{231}$Pa</td>
<td>$^{231}$Pa</td>
</tr>
<tr>
<td>$^{227}$Ac</td>
<td>$^{227}$Ac</td>
<td>$^{227}$Ac</td>
<td>$^{227}$Ac</td>
</tr>
<tr>
<td>$^{238}$U</td>
<td>$^{238}$U</td>
<td>$^{238}$U</td>
<td>$^{238}$U</td>
</tr>
<tr>
<td>$^{226}$Ra</td>
<td>$^{226}$Ra</td>
<td>$^{226}$Ra</td>
<td>$^{226}$Ra</td>
</tr>
</tbody>
</table>

Increase the detection efficiency.

6 Other activities

- Measurements of anisotropy of ZnWO$_4$ to nuclear recoils at low energy (in progress)

In 2017 investigations on the feasibility of a directionality experiment for those DM candidates inducing just nuclear recoils have been continued; in this case the correlation of the nuclear recoils with the Earth galactic motion is exploited.

In recent years we have made extensive efforts and measurements with ZnWO$_4$ crystal scintillators, which are already interesting to investigate double beta decay of Zn and W isotopes [42, 43]. These scintillators have the particular feature to be anisotropic in the light output and in the pulse shape for heavy particles (p, $\alpha$, nuclear recoils) depending on the direction with respect to the crystal axes. The response to $\gamma/\beta$ radiation is isotropic instead. Among the anisotropic scintillators, the ZnWO$_4$ has unique features, which make it an excellent candidate for this type of research, and there is still plenty of room for the improvement of its performances. The possibility of a low background pioneer experiment to exploit deep underground the directionality approach by using anisotropic ZnWO$_4$ scintillators has been explored (see 2017 publication list).

A possible significant improvement of ZnWO$_4$ radio-purity by recrystallisation, which could be an important methodological step to advance sensitivity for the
double beta decay and DM applications (and the same procedure can be applied to CdWO$_4$ crystal scintillators too), is in progress.

In 2017 a dedicated set-up has been realised and installed at ENEA-Casaccia to quantify the anisotropy of ZnWO$_4$ crystal scintillators in the light output and in the pulse shape at keV range for heavy particles (p, $\alpha$, nuclear recoils), depending on their direction with respect to the crystal axes. A neutron beam by neutron gun is used. Data are being collected at various angles. Further measurements with improved experimental performances are already scheduled.

- **Accurate measurement of the $^{212}$Po half-life (in progress)**

An experiment aiming at an accurate measurement of the $^{212}$Po half-life (the Table value is $T_{1/2} = 0.299(2) \mu$s) has been accomplished with the help of thorium loaded liquid scintillator and fast photomultiplier with rise time $\simeq$ 2 ns. The scintillation pulse profiles have been acquired by a 3.5 GHz 40 GS/s oscilloscope. A new stage of experiment to improve the statistical error was in preparation. We expect to measure the $^{212}$Po half-life with at least 2-3 times higher accuracy thanks to the fast time response of the detector. The data analysis of the first stage of the experiment is in progress.

7 Conclusions

During 2017 DAMA/LIBRA has continued to take data in the phase2 configuration and the model independent analysis of six annual cycles has been progressed.

Some new electronic cards are in development and in test; they will allow the simplification of the electronic chain.

Studies on other DM features, second order effects, and several other rare processes are in progress with the aim to reach very high sensitivity also thanks to the progressive increasing of the exposure.

Studies are under way towards possible DAMA/LIBRA–phase3 and/or DAMA/1ton (proposed since 1996).

Moreover, results on several $2\beta$ decay processes and developments on new highly radio-pure scintillators for the search of rare processes have been published and are under further developments.

Finally, in 2017 all the DAMA set-ups have regularly been in data taking and various kinds of measurements have been in progress and planned for the future.

During 2017, more than 20 presentations at Conferences and Workshops (many of them by invitation) have been performed.
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DarkSide-50 has provided the strongest low-mass WIMP dark matter limits. The analysis is based on the ionization signal, for which the DarkSide-50 time projection chamber is fully efficient at $0.1\text{ keV}_{ee}$. The observed rate in the detector at $0.5\text{ keV}_{ee}$ is about $1.5\text{ event}/\text{keV}_{ee}/\text{kg}/\text{d}$ and is almost entirely accounted for by known background sources. We obtain a 90\% C.L. exclusion limit above $1.8\text{ GeV}/c^2$ for the spin-independent cross section of dark matter WIMPs on nucleons, extending the exclusion region for dark matter below previous limits in the range $1.8-6\text{ GeV}/c^2$. The DarkSide collaboration has made many large strides during the last year. It has gained formal approval of the DarkSide-20k experiment, which will be a 30t liquid argon time projection chamber hosted at LNGS, by all funding agencies that will be contributing to the construction and operations support of the project. This includes the efforts to extract and purify the underground argon, which will be the detector target, with major progress being made at the site of the Aria cryogenic distillation column, including delivery of the top, bottom and first batch of central modules of the first column. Development of the first silicon photomultiplier photodetector module is well underway and will be completed during 2018, along with the first batch of modules which will make-up the first motherboard and thus fundamental unit of the detector.
I. DARKSIDE-50 RESULTS

The DarkSide Collaboration proposed DarkSide-50 with the goal of delivering a zero-background multi-year campaign of dark matter searches and to assess the suitability of the two-phase LAr TPC technology for larger scale dark matter searches.

The DarkSide Collaboration recently completed a major milestone of its program by publishing results from a 532-day campaign with DarkSide-50 [1]. The outcome of the dark matter search is a null result (see Figure 1), giving the current best upper limit using argon (see Figure 2). The promise of a zero-background result has been delivered.

![Figure 1](image1.png)

FIG. 1. DarkSide-50 532-live-day high-mass WIMP search. Observed events in the $f_{90}$ vs. S1 plane surviving all cuts in the energy region of interest. The solid blue outline indicates the DM search region. The 1%, 50%, and 99% $f_{90}$ acceptance contours for nuclear recoils, as derived from fits to our $^{241}$AmBe calibration data, are shown as the dashed lines.

The assessment of the suitability of the two-phase LAr TPC technology for larger scale dark matter searches is now complete: the DarkSide Collaboration is able to extrapolate that the DarkSide-20k experiment recently approved for construction by INFN, NSF, and LNGS, will operate with zero-background from instrumental sources (1.6 nuclear recoil events are expected in 100 t yr from neutral current interactions due to atmospheric neutrinos).

The extremely low background of DarkSide-50 reached since the start of operations with UAr has also allowed us to obtain a second, very significant result, which could not have been anticipated at the time of the proposal for the experiment. The analysis of very-low energy events, characterized by the presence of the sole ionization events, allowed to perform the most significant search for low-mass dark matter, resulting in world-best limits for masses below 8 GeV/$c^2$ [2] (see Fig 3). The same analysis stream also produced very competitive limits for the scattering of dark matter into electrons [3].

With its result on low-mass dark matter searches, the DarkSide Collaboration set itself from the competition by delivering the result that surpassed all competing technologies by the largest margin (averaging one order of magnitude and ranging up to two orders of magnitude) in any mass range. The DarkSide Collaboration will now move forward to exploit the lowest background ever achieved in the low energy range for a study of seasonal oscillations, featuring an energy threshold more than one order of magnitude lower than the competitors.
With its result on the search of traditional dark matter, the DarkSide Collaboration projects that the DarkSide-20k experiment will deliver a leading result in dark matter searches and, thanks to the complete suppression of instrumental background, will set itself apart from Xe-based experiments. Additional papers related to DarkSide-50 that were published during the 2017 year included [4–8].
II. DARKSIDE-20K AND A GLOBAL LIQUID ARGON PROGRAM

The DarkSide (DS) Collaboration unites researchers from currently operating LAr direct dark matter searches to build the DS-20k detector, designed to be experimental-background free and featuring the best sensitivity to high-mass WIMP dark matter among all experiments that are currently approved and foreseen to operate within the next 5-10 years (see Figure 2). The DS-20k detector is also complementary to the next generation xenon-based detectors, since a possible observation of WIMPs with two different targets could allow scientists to fully confirm the detection and to disentangle the correlation between mass and cross-section. The DS-20k experiment aims at a significant improvement in sensitivity, a factor of at least $>50$ with respect to recent results, reaching $1.2 \times 10^{-47} \text{cm}^2$ for WIMPs of 1 TeV/c$^2$ mass. This goal will be achieved using a LAr time projection chamber (LAr TPC) with an active (fiducial) mass of 32 t(29 t), for a total exposure of 100 t yr to be accumulated in a run lasting 5 yr. Thanks to its exceptionally low instrumental background, DS-20k could extend its operations to a decade, increasing the exposure to 200 t yr and reaching a sensitivity of $7.4 \times 10^{-48} \text{cm}^2$ for WIMPs of 1 TeV/c$^2$ mass.

DS-20k was jointly proposed to the US NSF, the Italian INFN, and the host laboratory, LNGS, in December 2015. The experiment was first reviewed by a joint panel charged by the Italian INFN and the US NSF. The joint review was made possible for NSF by statute NSF-14-1999 “Dear Colleague Letter - International Activities within the Physics Division - Potential International Co-Review”, following approval by the US State Department. Following the first joint review, the experiment has also been separately reviewed by the “Commissione Nazionale Seconda” of INFN, by the “Comitato Tecnico Scientifico” of INFN, by the “Comitato Scientifico” of LNGS, and by the “Particle Astrophysics – Experiment” panel of NSF. Following all reviews, the experiment was approved by INFN and LNGS in April 2017 and by NSF in October 2017. Following a meeting of participating international funding agencies and laboratories held at the Embassy of Canada in Rome in September 2017, the experiment is officially supported by three participating underground laboratories: the host laboratory LNGS, Laboratorio Subterráneo de Canfranc (LSC), and SNOLab. Future reviews of the progress of the now approved experiment will involve the tight coordination of the Directorates of all three laboratories.

University groups from Poland, Russia, Spain, and Switzerland are already funded for work on DS-20k by their funding agencies. University groups from France, Germany, and UK are currently participating with the DS Collaboration through support from internal resources and are preparing proposals to each of their funding agencies.

Canadian groups have recently joined the DS Collaboration, in September 2017. Funding for large scale extraction of low-radioactivity argon is already available from CFI in Canada. Funding for R&D is available for DEAP-3600 from NSERC in Canada and a further request for development work on DS-20k and the future larger detector will be submitted at the end of 2017. An internal proposal for support to the DS-20k activities and for capital funds was submitted to TRIUMF in October 2017 and a decision is expected by the end of the 2017 calendar year. A proposal to the Canadian CFI for additional capital funds will be submitted to the next competition, expected in 2019.

Scientists from the four world-leading LAr dark matter projects (ArDM at LSC, DS-50 at LNGS, DEAP-3600 and MiniCLEAN at SNOLab) have agreed to join forces to carry out DS-20k as a single next-generation LAr experiment at LNGS [9]. The same inclusive group of scientists also signed a Letter of Intent signaling their interest to continue the collaboration beyond DS-20k to build a larger experiment, with a fiducial mass of a few hundred of tonnes, capable of collecting an exposure of 1000 t yr with the ability to remove (by discrimination, veto tagging, etc.) all backgrounds except NRs induced by atmospheric and diffuse supernova background neutrinos. The location and laboratory for this final experiment of our program are still to be debated within the collaboration. The same group of scientists also agreed to form the Global Argon Dark Matter
Collaboration (GADMC), a consortium of all institutes active in the development of argon dark matter experiments. The GADMC will:

- Oversee the open access to currently operating LAr dark matter experiments (DS-50 and DEAP-3600) and their science data, to the benefit of all participating institutions,
- Coordinate the contributions to DS-20k at LNGS, the single, next generation LAr dark matter effort at the scale of a few tens of tonnes,
- Coordinate the contributions to the future LAr dark matter effort to build a detector at the scale of a few hundred of tonnes.

After the approval of DarkSide-20k, in September 2017, in consideration of the increased awareness of the potential impact of LNGS operations on the surrounding environment, including the two aqueducts serving the L’Aquila and Teramo districts, and in compliance with Art. 15 Capo III of D. Lgs. 81/2008, which mandates consideration of all technical means available for the elimination and/or mitigation of safety and environmental risks on work sites, the LNGS Directorate requested that the DarkSide Collaboration consider the possibility of developing an alternate plan for the veto detectors, and in particular the possibility of eliminating the large batch of organic liquid scintillator that was part of the baseline design [9].

The DarkSide Collaboration responded by developing a design that relies on a plastic scintillator veto (PSV) to substitute the the liquid scintillator veto (LSV), originally envisioned as the veto for the neutrons from fission and ($\alpha$,n) reactions in the DarkSide-20k detector materials, whose design was developed on the basis of the experience with the DarkSide-50 LSV [10]. We anticipate that the PSV may reach the same level of rejection of neutrons originated by fission and ($\alpha$,n) reactions in the DarkSide-20k construction materials. We acknowledge that some R&D is necessary to complete the design of the PSV. In recognition of the need for R&D, we opted to eliminate the single largest source of neutrons remaining in the DarkSide-20k detector after elimination of the cryogenic PMTs in favor of SiPM-based cryogenic photosensors: the DarkSide-20k cryostat and its multi-layer insulation (MLI). The elimination of the DarkSide-20k cryostat and the accompanying MLI is accomplished by operating DarkSide-20k and its PSV within a large outer cryostat (OC) with a AAr fill, outfitted as a liquid argon scintillator veto (LArSV) for cosmic rays and cosmogenics. After long and detailed consultations within the Collaboration and in cooperation with the CERN Neutrino Platform group, we selected as the ideal candidate for the OC an exact replica of the two twin cryostats built at CERN in support of the ProtoDUNE program. In this configuration, the OC and accompanying MLI are substituted by a thin, ultra-low background copper vessel (CV), serving as the containment vessel of the UAr. There will be no temperature differential across the CV. The pressure differential across the CV will be limited to 100 mbar in all phases of filling and operation of DarkSide-20k.

Following the substitution of the OC and MLI with the ultra-low background CV, we anticipate that the neutron budget of DarkSide-20k will be so low that strict adherence to the material selection prescriptions and rigorous screening of all materials could provide a background-free condition even without the use of the PSV. Development and construction of a high-efficiency PSV remains a top priority for DarkSide-20k. First, the adoption of the PSV is necessary to maintain the ability to identify and count neutrons, which proved crucial and essential for the success of DarkSide-50. Second, the presence of a high-efficiency PSV will also mitigate the criticality of the material screening program: it will provide extra insurance on the ultimate delivery of a background-free experiment, even in presence of limited discrepancies in the outcome of the material selection process.

In early reviews of the new plan for the veto detectors, we identified a possible risk in the limited ability of testing the DarkSide-20k LAr TPC prior to the complete fill of the OC with a large inventory of AAr. The risk was mitigated by implementing an important modification to the OC: the DarkSide-20k TPC will be assembled within the OC and will be suspended to a removable cap closing the top surface of the OC; upon completion of the assembly, without disconnecting any of the
electric and/or hydraulic service lines of DarkSide-20k, the DarkSide-20k TPC and the supporting cap will be removed from the OC; the DarkSide-20k TPC will be inserted in a smaller cryostat, closed at the top with the same cap, thus permitting a dedicated test in its final configuration prior to committing to the start of filling of the OC with its large AAr inventory.

Development of the new design for the DarkSide-20k veto detectors is proceeding rapidly, in strong cooperation with the CERN Neutrino Platform group, and with full compliance insofar with the requirements that the new design deliver the same or better physics performance, that the cost fit within the same budget envelope, and that the impact of schedule be not prejudicial for the competitiveness of the experiment.

The mitigation strategy followed by the DarkSide Collaboration for DarkSide-20k will be even more effective. In addition to all applicable mitigating actions envisioned at CERN for ProtoDUNE, we plan to take advantage of the unique strategy for UAr and AAr purification developed in DarkSide-50, which relies on drawing argon from the both phases of both detectors and to transform the liquid into gaseous phase prior to purification in a high-temperature Zr getter. All of the argon, both in the gaseous and liquid phases, is drawn from the top of the detector, as detailed later in Sec. VII. All lines at the bottom of the cryostat identified in the preliminary safety assessment of ProtoDUNE are therefore removed. The need for an automated valve at the bottom of the cryostat is removed, and the passive cryostat will have no solution of continuity in its insulation at the bottom. There are no LAr recirculation pumps, only GAr displacement pumps. In case of a rupture of piping at the top of the detector, the reaction time for turning off the drawing of the liquid phase can be much shorter than the 20 s quoted for ProtoDUNE.

In consideration of elements described above, the outstanding results anticipated for DarkSide-20k and detailed above are only possible due to the pulse shape discrimination (PSD) capabilities of argon, procurement of isotopically pure argon from an underground source, use of a comprehensive vetoing scheme (PSV and LArSV), and use of large photosensitive areas covered by silicon photomultipliers (SiPMs). A very strong discrimination of electron recoils (ERs) from nuclear NRs was demonstrated in DS-50 using PSD [11], and a supplementary analysis of Monte Carlo simulated data for DS-20k predicted an ultimate rejection factor $>3 \times 10^9$ [9]. This will allow us to completely discriminate the ERs. In addition, work to procure the target for DS-50 demonstrated that underground argon (UAr) can be obtained with an $^{39}$Ar content that is suppressed by a factor of more than 1400, with respect to atmospheric argon (AAr), drastically reducing the expected number of ER events to be discriminated against. The remaining neutron background will be tagged by the PSV with high efficiency. DarkSide-20k and its PSV will be operated within a OC, a replica of the two twin ProtoDUNE cryostats, with a AAr fill, outfitted as a LArSV for cosmic rays and cosmogenics. Both the PSV and the LArSV will be operated with SiPM-based cryogenic photosensors nearly identical to those outfitting DarkSide-20k.

III. DETECTOR OVERVIEW

The DarkSide-20K experiment will be located at the Hall-C of the Gran Sasso National Laboratory (LNGS) in Italy. It consists of two detectors: the inner detector and the veto detector. The inner detector is a Time Projection Chamber (TPC) filled with underground argon, and the veto detector is a cubic detector directly from the Proto-DUNE experiment (reference), filling with atmospheric argon. Figure 4 shows a 3D drawing of the DarkSide-20K experiment, the inner detector is placed at the middle position of the veto detector, and the veto detector is located in Hall-C of LNGS; next to the veto detector, there is a stainless steel cryostat prepared to test the inner detector after assembly, and before the hoisting. The detailed information about the inner detector, as well as the cryogenics systems of both inner detector and veto detector will be explained.
IV. OUTER CRYOSTAT

The new concept is to host both the inner active detector vessel and the veto detector in a large liquid argon cryostat. The advantage is to keep the inner detector vessel, which will host the depleted liquid argon, immersed in a bath of liquid argon and therefore cancelling all hydrostatic pressure and the thermal insulation requirements. This allows to minimize the material of the inner vessel and therefore to limit the possible radio-contaminations very close to the active detector. In this case most of the structural and possibly radioactive material is moved far away from the inner vessel by at least 2 m. The main liquid argon bath will define the thermal conditions of the inner vessel and will provide additional shielding. The walls of the outer cryostat will include a neutron moderator which will thermalise the cosmogenic neutrons and the ones raising from the rock.

The design concept of this outer vessel is based on the experience matured with the construction of similar vessels for the DUNE longbaseline neutrino experiment. The adopted technique is the one of the LNG (Liquified Natural Gas) carriers and vessels, which has proven over many years its solidity and reliability. Characteristics of this are the passive thermal insulation, and the inner wall (cold membrane) with its corrugated layout, which is designed to allow contraction and expansion of the main liquid volume.

Two vessels of the same size as the one proposed here have been constructed at CERN and will be brought into operation in the second half of 2018. The experience gained there in the design, construction and operation will be fully translated to this new project. For that reason, the same mechanical constraints, dimension and thermal properties have been kept. The main difference is in the inner detector access and support system, which will now require a top cap plug on its roof. Even this feature was tested with the construction and operation of a first demonstrator for the DUNE project.
The cryostat itself consists of two main parts: a warm and a cold structure. The main function of the warm structure is to deal with the hydrostatic pressure coming from the liquid. The internal cold structures insulate the vessel towards the outside and provide the containment of the liquid argon. All services and cryogenics penetrations for the DarkSide-20k LAr TPC detector are placed on the roof of the cryostat. The outer cryostat is a selfsupporting structure sitting on the floor of the experimental area, without any particular external structural requirement.

V. INNER VESSEL

Due to the employment of a LAr veto, there is no need to use a double-walled, vacuum insulated cryostat for the containment of the inner detector and the UAr. In particular, the pressure difference between the liquid AA\textsubscript{r} shield and the liquid UAr inside the inner vessel can be compensated by the excellent thermal conductivity of the copper, and is hence foreseen to be very small. Therefore, a thin-wall, octagonal cross-sectional copper inner vessel can be made using reinforcement by support ribs. This removes the by far largest contributor of the neutron background in the overall DarkSide-20k exposure, reducing the contribution from the inner vessel by three orders of magnitude.

VI. TPC

FIG. 5. Left: 3D model of the DarkSide-20k LAr TPC. Right: Cross-sectional view of the reflector panel corner joints.

According to the size and the shape, a 3D model of the TPC is shown on the left side of Figure 5. The active LAr volume is defined by a transparent conductive indium-tin-oxide (ITO) cathode at the bottom, a grid just below the liquid surface, separating the electron drift and extraction region, and a reflecting surface with an octagonal footprint on the sides. The thin argon gas electroluminescence
region above the liquid surface is bounded by a flat diving bell shaped ITO electrode at the top. A field cage is mounted at the external side of the reflecting region to generate a uniform drift region. Interactions in active LAr volume generate prompt scintillation light, that gives the S1 signal. A high voltage is applied between the cathode and grid to produce a vertical electric field to drift the ionization electrons created at the interaction site upward. An independently-adjustable potential between the grid and anode creates the fields to extract the electrons into the gas and accelerate them to create the secondary scintillation, called electroluminescence, which gives the S2 signal. Both the S1 and S2 signals are detected by the top and bottom arrays of PDMs which view the active LAr volume through large acrylic windows. This design maximizes the light yield and follows the same concept of S2 generation as was successfully utilized in DarkSide-50. The cathode and anode planes require octagonal windows with a width of roughly 2.5 m, and since there are no available ultra-high-purity fused silica plates of this size, UV-transparent acrylic is the material of choice.

The S1 signal is distributed roughly equally over both arrays, while the S2 signal, emitted in the gas pocket, is concentrated in the top array and within a few SiPM tiles around the transverse position of the ionization drift, thus yielding a precise $x$-$y$ location. The drift time (the time between the S1 and S2 signals) determines the $z$-location of the event in the TPC.

DarkSide-50 TPC employed a thick, modified high reflectivity PTFE as the material of the reflection panels, which performed very well. Considering scaling the DarkSide-50 PTFE reflector panel up to the size required for DarkSide-20k, about 2000 kg of the PTFE will be used. Such a large mass of PTFE would cause this to be the dominate neutron source provided by ($\alpha$, $n$) reactions in the carbon and flourine rich PTFE. In addition, DarkSide-50 found that the PTFE panels are the major source of Cherenkov events, and this background could become significantly large if the PTFE panels are scaled up to the DarkSide-20k size. In order to retain the high reflectivity and reduce the neutron background and Cherenkov events, DarkSide-20k will use Enhanced Specular Reflector (ESR) foil as the TPC reflector.

ESR is a thin layer foil which has reflectivity for 420 nm light, up to 98%, with a thickness of only 65 $\mu$m. To hold the ESR foil in place and maintain its flatness during the operations, two pieces of UVT acrylic sheets are used to sandwich the ESR foil in the middle. The acrylic sheet facing to the active LAr volume is 1 mm thick, while the thickness of the backside acrylic sheet is 4 mm thick. The surface facing the active LAr volume of each 1 mm thick acrylic sheet is coated with TPB to shift the wavelength of the argon scintillation light to 420 nm, in order to maximize the light reflection and collection.

There are two different kinds of ESR-acrylic sandwiches, the flat assembly and the corner assembly, the detail views of these two assemblies are shown on the right side of Figure 5. Each ESR-acrylic sandwich assembly is fixed by several PTFE screws, with the screw heads facing to the active volume. In order not to lose any light, each head of the PTFE screw is coated with TPB. Some space is left between the acrylic and the ERS to allow venting of any gas during filling of the LAr, and also to allow LAr to fill the space and reduce the chances for total internal reflection of light within the ESR-acrylic sandwich. The flat assemblies and the corner assemblies are mounted on the field cage, which is holding by another set of acrylic structures, by the PTFE screws, but the corner assemblies and the flat assemblies are not directly connected to each other in order to accommodate the shrinkage when the assemblies are immersed in the LAr.

In order to get rid of any gaps in the ESR reflector that may appear during the cooling and shrinking, the ESR foils are overlapped at every joint between the sandwich assemblies. In the vertical direction, the movement caused by the shrinkage is coherent, since the vertical supporting structures of the TPC are all made of acrylic. So, only the radial shrinkage has to be considered and precautions taken to make sure things move in the correct relative way. This radial shrinkage will cause the vertical overlapping sides of the ESR to move away from each other, due to the different coefficients of thermal expansion between the ESR foil and the acrylic. Thus, these sides
of the ESR foils have to be overlapped more by counting the shrinkage between each sandwich assemblies, especially between the flat and the corner assemblies. Works to optimize this design and to understand the optics are now being carried out at UCLA and UC Davis and will converge on the final design soon.

Differing from the HVFT used in DarkSide-50 TPC, the HVFT for DarkSide-20k has to go through the LAr veto detector and deliver the HV into the inner detector. Since the vacuum seal of the feedthrough is made by cryo-fitting, the seal cannot survive in LAr. Therefore, the feedthrough of DarkSide-20k has to be more than 6 m long to allow the cryo-fitted vacuum seal to be sitting in a room temperature environment. The vacuum seal of the feedthrough has already been demonstrated by the DarkSide-50 feedthrough.

Considering the hosting and the assembly, the entire HVFT will be divided into two parts: a flexible part and an inflexible part. The flexible part comes from the outside of the veto detector and goes all the way down to the copper vessel of the inner detector. The cryo-fitted vacuum seal is sitting near the top port of the flexible part, and at the bottom of the flexible part, there is a male banana connector and a copper-sealed CF flange, for the future connection to the inflexible part. The inflexible part of the HVFT is very similar to that used in DarkSide-50, the only difference is there is no sealing on the inflexible part. A female banana connector and a CF flange are made as the top port of the inflexible part to connect with the flexible part, for electric conduction and vacuum seal.

VII. CRYOGENICS

Two cryogenics systems have to be built for the DarkSide-20k experiment, due to both the inner detector and the veto detector all need to be filled with LAr. Compared to the cryogenics system of the DarkSide-50 experiment, which has a total of (153 ± 1) kg of argon, the cryogenics system of the DarkSide-20k inner detector must be able to efficiently purify and maintain 47 t of UAr for the inner detector, and 682 t of AAr for the veto detector. The principle of the LAr cryogenics system has been fully demonstrated in the DarkSide-50 experiment, which is characterized as good inner pressure stability, high purification capability, and long term cooling power maintaining ability. More specifically, the pressure stability in the cryostat is designed to have fluctuation within ±0.1 psi, but in reality, the pressure stability is maintained within 0.023 psi over a period of more than two years. The purified LAr has an oxygen contamination less than 0.01 ppb, which results in a ≥5 ms electron lifetime. The ability to maintain long term cooling power keeps the system immune to any kind of power failure (including the failure of the UPS system), as recently demonstrated during a total LNGS blackout with the DarkSide-50 system. The features of the DarkSide-50 cryogenics system will be fully implemented into the DarkSide-20k cryogenics systems, not only simply scaled the argon volume up, but also upgraded based on experience and lessons learned.

The liquid argon handing systems of the inner detector and the veto detector are isolated, since they are filled with UAr and AAr respectively. The UAr is delivered and initially stored in five cryogenic shipping and storage containers in liquid phase. Each of the containers contains 10 t of LAr and a liquid nitrogen tank used to continually re-condense the UAr as it boils off. At the top of each LAr tank, there is a condenser connected to the liquid nitrogen tank, which can provide a certain cooling power to maintain the UAr in liquid phase during shipping and storing. After the five cryogenics containers arrive at the Hall-C of LNGS, the argon tanks nitrogen tanks are connected to the UAr loop and the nitrogen loop of the cryogenics system, respectively. The AAr, to be filled into the veto detector, will be directly delivered by a LAr truck and stored in a LAr reserve tank.

The condenser box is one of the key components of the DarkSide-20K cryogenics system. Apart from the condenser itself, the condenser box has five heat exchangers to efficiently pre-cool the argon
gas by cold nitrogen gas and argon gas. The radon trap is placed into the condenser box between the coldest heat exchanger and the second coldest heat exchanger to maximize the function. A 3D drawing of the condenser box is shown in Figure 6, while a liquid nitrogen condenser, which has the same size of the design, has already been fabricated and tested at UCLA. All of these parts will be connected by stainless steel tubes with 1" OD, 0.035" wall to allow the system working at the circulation speed up to 1000 stdL/min.

FIG. 6. **Left:** A 3D drawing of the inner detector condenser box. **Right:** The section 3D drawing of the DarkSide-20K argon gas circulation pump.

The cryogenics systems of the inner detector and the veto detector require gas circulation speeds of up to 1000 stdL/min and 10000 stdL/min, respectively, during the initial fast circulation. To achieve such a high circulation speed, flexibility of the operations, as well as the ease of the pump development, two circulation pumps are placed in parallel in each cryogenics system, and each pump provides a circulation rate up to 500 stdL/min and 5000 stdL/min for the inner detector and the veto detector, respectively. According to the successful demonstration of the QDrive pump working in the DarkSide 50 cryogenics system, the gas circulation pump of DarkSide-20K uses the similar design, and it is relying on two components: linear motors and reed valves. The design of the argon gas circulation pump for the inner detector of DarkSide-20K is shown on the right side of Figure 6, two linear motors are placed face to face oppositely, to counteract the vibration produced during the motor operation. At the end of the cylinder of each motor, there is a reed valve to control the gas flow during the motor moving in the two different travel directions. This design has already been fabricated and will soon undergo the full testing at CERN.

**VIII. VETO DESIGN**

In the present design of the experiment the role of the former water Cherenkov and liquid scintillator detectors is replaced by argon contained in the outer cryostat and by a plastic scintillator.
Previous studies have shown that radiogenic neutrons are the most dangerous background. These neutrons are emitted with an energy spectrum slightly depending on the material and extending up to some MeV: they may enter the LAr TPC and perform elastic scattering with the UAr target. They lose a small amount of energy after each interaction due to the large mass ratio between Ar nuclides and neutrons, but they typically produce a signal in the TPC that mimics a dark matter interaction. During their random walk these neutrons have a chance to exit the TPC and enter in the external veto detector. We plan to install a layer of plastic scintillator of 30 cm thickness around the TPC to act at once as neutron moderator and neutron veto. Organic plastic scintillators are made by a fluorescent material suspended in a solid polymer base; they contain a large number of Hydrogen atoms so that they are excellent neutron moderators. Neutron thermalized in the plastic scintillator are then captured by H (with the emission of a 2.2 MeV γ-ray) or by others nuclides with high cross capture cross section purposely mixed with the plastic scintillator. As in the previous design, if a signal candidate to be a WIMP is identified within a proper volume of the TPC, we then look at the veto detectors signals to check if it is instead due to neutrons. We then search for a signal in the plastic scintillator due to the neutron thermalization (prompt signal, the typical time delay with respect to the LAr TPC signal is of 200 ns) and for the one following the neutron capture (delayed signal, because it happens on a time scale of several µs after the LAr TPC signal).

The design of the plastic scintillator veto is first driven by the expected neutron rejection efficiency obtained with the Monte Carlo simulation assuming our best estimate about the radioactive contamination of the materials. We have then selected as baseline option the one that minimizes the need of R&D and that can be built as much as possible on the base of known technologies. Our G4DS-based Monte Carlo simulations predict that the neutron rejection efficiency of a veto detector based on a simple, undoped plastic scintillator, is insufficient. However, the use of a plastic scintillator offers the ability to dope it with a neutron capturing isotope uniformly mixed in the scintillator, as well as easily allows a design of a segmented detector where plastic scintillator sectors are interleaved with layers of neutron capturing material.

Our current baseline design calls for a simple plastic scintillator interleaved with Gd foils. Gd has the highest known cross section for capture of thermal neutrons, emitting a few γ-rays with a total energy of several MeV’s, well above the 14C end point. In a preliminary design under development, the plastic scintillator sectors are vertical bars with a typical squared section 10 × 10 cm², mounted around the LAr TPC at a minimal distance, totaling a three layers of bars as required to provide the 30 cm thickness of plastic scintillator mentioned above. The resulting structure is best described as a polygonal cage with inner radius of 200 cm and outer radius of 230 cm. The length of each bar is still being optimized, and in the scenario of a 2 m length the total number of vertical scintillating bars is of 600. A similar number of additional bars, mounted horizontally, are used to cover the bottom and the top of the LAr TPC. In this preliminary design, the bars are optically independent and wrapped within a reflective material. The Gd is in form of foils covering the bars or in form of Gd₂O₃ directly deposited on the reflector. We find that a thickness of only 25 μm of Gd is sufficient to absorb any thermal neutrons impinging on it. The total mass of Gd required is of about 1 % of the total mass of the scintillator. In this design, the light generated in each bar would be collected by two SiPM-based PDMs nearly identical to those developed for the DarkSide-20k LAr TPC, directly coupled to the two bases of the bar. We would plan to use the same PDMs designed for the LAr TPC, with minimal changes in the supporting mechanics to optimize the optical coupling between the scintillator and the SiPM tile. The total anticipated number of tiles is of about 2500. The number of external readout channels and corresponding fiber optics and penetrations can be significantly lower thanks to ability to add the signal from a few PDMs into a single signal.

We are planning to start performing specific tests to optimize the details of the design and the light collection efficiency of the scintillator bars in liquid argon. The few data available about the optical properties of plastic scintillator at cryogenic temperature they suggest that we should not expect significant changes compared to room temperature, but direct verification is mandatory.
The need for a reliable photosensor characterized by low intrinsic radioactivity and optimal performance at 87 K, led the DarkSide Collaboration to select the SiPMs as cryogenic photosensors to be operated in LAr. A long R&D started years ago in collaboration with the “Fondazione Bruno Kessler” (FBK). We tested several generations of FBK SiPM technologies have been tested with the aim of improving both the photosensor performance and the reliability at cryogenic temperature. The NUV-HD SiPMs were optimized to offer the highest quantum efficiently to photons with wavelength in the range 380-420 nm, while the so called “Low Field” (NUV-HD-LF) configuration showed a dark count rate at cryogenic temperature two orders of magnitude smaller than that of the standard field SiPMs. Further optimization of the poly-silicon quenching resistor behavior at 87 K allowed to improve the SiPM performance, comfortably fulfilling the DarkSide experiment requests:

At the beginning of 2017 the DarkSide collaboration demonstrated that, in spite of the high SiPM capacitance, a large area SiPM tile \((50 \times 50 \text{ mm}^2)\) can be successfully readout by a single electronic channel, preserving a signal to noise ratio (SNR) larger than 13. Each SiPM tile, made by 24 rectangular \((7.9 \times 11.7 \text{ mm}^2)\) SiPMs, coupled with a Front End Board (FEB), makes a Photo-Detector Module (PDM). The PDM has dimension \(50 \times 50 \text{ mm}^2\) and relies on an acrylic structure to cope the mechanic stress foreseen by cryogenic thermal cycles.

At the beginning of 2018 we built the first full Photo Detector Module (PDM), the equivalent of a PMT, based on SiPMs. The next foreseen milestone is the construction of the first SQB motherboard, equipped with 25 PDMs, a steering module for voltage distribution and opto-link driver for signal transmission through optical fibers.

The first 24 cm\(^2\) read-out with a single channel measurements were performed using the available NUV-HD-LF SiPMs, with area \(10 \times 10 \text{ mm}^2\). The number of SiPMs available was enough to mount three full tiles. Signals collected from the detector were analyzed using a digital filtering technique, using an optimal filter with \(\tau = 400 \text{ ns}\) (see Fig. 7), improving the signal to noise ratio and timing resolution. The SNR was obtained by dividing the difference between the mean values of the single and of the two-PE peak, divided by the standard deviation of the noise, obtained by extrapolating to zero the \(n^{th}\)-PE peak. The measured SNR for the tiles was 10.5 to 13.8, well above the requirement. With these results, all specifications detailed in Ref. [9] for SiPMs and PDMs are now all successfully fulfilled.

The construction of the first PDM is one of the most important steps in the roadmap of the DarkSide-20k photo-electronics. A PDM is made of a SiPM tile, a Front End Board (FEB) and an acrylic mechanical structure. The PDM mechanics has to be fully compatible with the motherboard (MB) mechanics, expected to host up to 25 PDMs, allowing the easy replacement of any single PDM mounted on the MB.

Recently FBK produced an improved SiPM version, NUV-HD-LF 2018 edition, characterized by a triple concentration of their special dopant, offering a wider over-voltage operation range and effectively reducing the fraction of events with after-pulses. A SiPM run produced with this new technology was delivered at the beginning of January and tested shortly later by the DarkSide Collaboration. This was the first FBK run providing rectangular SiPMs \((7.9 \times 11.7 \text{ mm}^2)\), as requested by the DarkSide-20k tile geometry.

The SiPM run yield at warm temperature was quite high, of about 65\%, while at cryogenic temperature it dropped to 30\%. A first characterization was performed dicing a SiPM wafer and testing few tens of SiPMs in LN\(_2\). These measurements showed that the \(I-V\) curves have a wide over-voltage region were SiPMs can comfortably work and a good break-down voltage uniformity. We selected 24 SiPMs with uniform \(I-V\) characteristics to make the first tile equipped with rectangular, NUV-HD-LF 2018 edition SiPMs. The PCB was manufactured with Arlon, the cleanest substrate we have identified insofar.
FIG. 7. Amplitude spectrum of the photoelectron peaks for the tile with 24 SiPMs (NUV-HD-LF 2016 edition).

The left side of Fig. 8 shows a snapshot of the first PDM. This tile implemented few changes with respect to the previous versions, including a new layout with the SiPM voltage divider on the backside of the PCB and power supply filtering by appropriate capacitors. The wafer dicing and the SiPM bonding was made at Princeton University, using a cryogenic epoxy on the SiPM backside, and a wire bonding procedure on the top. The tile was coupled with a FEB, whose design was basically the same we used at the beginning of 2017, with slight modifications with respect to the previous versions, to take advantage of a new cryogenic summing amplifier, OPA 838, with improved performance. The first PDM was assembled at LNGS during the first week of March and shortly after it experienced 10 thermal cycles, to verify its mechanical stability. As expected the thermal cycles did not show any issue. A full characterization of the SiPMs used to equip the first PDM is ongoing, to quantify the fraction of after-pulse events, the Dark count rate and the break-down voltage uniformity. A first preliminary measurement was performed by immersing the PDM in Liquid Nitrogen: the data analysis gave a SNR larger than 24, a factor of 2 better than the tiles equipped with the NUV-HD-LF 2017 edition SiPMs and the FEB produced in 2017, whose results were shown at the LNGS Scientific Committee meeting of April 2017.

The right side of Fig. 8 shows the filtered amplitude spectrum of the first PDM: the low afterpulse behavior of the new FBK NUV-HD-LF 2018 edition SiPMs is evident from the modest tail following each peak. The PDM described above makes use of low radioactivity components: a broad screening campaign was made, including capacitors, resistors, electronic chips, metallic clips, and connectors. The radioactivity of all the PDM components, excluding the plastic of the two connectors between the tile and the FEB, and the connector between the FEB and the MB strips, is estimated at the level of about 1 mBq/PDM. This is already a good result, compatible with the DarkSide radioactivity budget. Nevertheless, we are committed with an R&D to further decrease this number. The most important contribution to the above background comes from the Arlon substrates, whose screening gave an α activity of about 100 mBq/kg. We are presently developing a fused silica substrate, that would drastically reduce this background. As far as the connector plastic is concerned, we are developing an acrylic equivalent of the plastic connector housing.
X. ARGON PROCUREMENT AND PURIFICATION

The UAr extraction and purification chain is one of the key points of the DarkSide-20k project, as well as the long term objectives of the Global Argon Dark Matter Collaboration that has begun to take shape. The Urania project makes up the effort to design and build a plant for extracting argon from the CO\textsubscript{2} from the Doe Canyon wells in Cortez, CO, USA, install and commission that plant on location in Colorado, and then actually do the extraction of the 50 t of argon required for DarkSide-20k. There is currently an advance conceptual design of the argon extraction plant, and a call for a bid for tender is set for 2018 for the final engineering and construction of the plant.

One of the last major decisions that needs to be folded into the plant design concerns the specific design of PSA plant that will perform the fine separation of CO\textsubscript{2} from the gas stream. A test plant was built at Università degli Studi di Napoli, to test various sorbents for use in the PSA to determine the most efficient, while being immune to poisoning from the other various components within the gas stream (CH\textsubscript{4}, N\textsubscript{2}, hydrocarbons, etc.). The test plant is now undergoing commissioning and results from the first round of sorbent are expected early in 2018.

The PNNL group has recently confirmed the presence of an air infiltration in the feed gas, which allows 30 ppm of air to be fed into the gas stream that not only supplied the pilot-plant which extract argon for DarkSide-50, but has been decided to be the input stream for the Urania plant. The long term gas analyzer (LOGAN), which PNNL installed at the Doe Canyon Facility to monitor the gas composition, was able to see that the composition of air at one point in the gas process was about 50\% with the other 50\% being CO\textsubscript{2}. Taking this discovery by the PNNL group into consideration, and accounting for the amount of cosmogenic production of \textsuperscript{39}Ar in the UAr during the storage and transportation before being inserted into DarkSide-50, it is a possibility that a fraction (or the majority) of \textsuperscript{39}Ar observed in DarkSide-50 is of atmospheric origin. If we can mitigate the air infiltration completely, and manage the argon in the most efficient way possible, in terms of the length of time it sits above ground, then the potential for the reduction factor of \textsuperscript{39}Ar to be greater than that measured in DarkSide-50 is quite high.

Additionally, the PNNL group is using LOGAN to make long-term measurements of the gas stream. both before and after the current helium removal. By doing this, we can determine how the composition of helium changes in the feed gas of Urania and determine if we will need to either continuously take into account small traces of helium, or if there are times when there are large fluctuations helium, and how often they occur. Already it has been seen that the helium content can fluctuate on a continuous basis, but at a very small scale, while there are large spikes in the helium concentration more than a few times per month. The Urania team will be working
to understand how we can receive warning of these helium spikes, and how we can then mitigate the problem from shutting down Urania operations.

The Urania Project has started to reshape into a much bigger effort with the joining of multiple Canadian groups to the team. Recent discussions have initiated the process of deciding how to best utilize the currently available funding from Canada, and how to then allocate the responsibilities and work load across the expanding effort, so to best utilize the resources the project will have available. There was a high level meeting held at the beginning of November in Ottawa, Canada, consisting of members of all three major players in the Urania Project (Canadian, Italian, and US Groups). At this meeting the financial responsibilities for the Urania project were decided, although based around discussions leading up to the meeting. Finally, it has been brought up that the Urania project also needs to look to the future, since the long term goal of the Global Argon Dark Matter Collaboration is to build a multi-hundred tonne detector, and so many hundreds of tonnes of UAr will be required. The Urania team has begun to think about this effort and how the long term program may look, and this will evolve over conversations leading into the November meeting, however, this will not interfere with the effort being put towards the Urania project and the production of the 50 t of UAr required for DarkSide-20k.

The construction of Aria is ongoing. Cryostat modules are individually manufactured, then leak and pressure tested at the manufacturer under the guidance of a DarkSide team. The first 11 cryostat modules have been completed to date: these include the top module with the condenser, the bottom module with the reboiler, and the central modules with serial numbers 1 and 21 through 28 (note: the installation of Seruci-I will start from the bottom of the column, module 28). Upon completion, cryostat modules are shipped to CERN for the final leak test.

The CERN-based leak tests aim to validate the tightness of the internal process lines and external vacuum envelop of each fully assembled cryostat. So-called “global” leak tests were employed extensively on LHC cryostats. The same method is adopted for the Aria modules. Specifically, the CERN tests consist of leak-tightness at room temperature of individual modules (as defined in a CERN-Princeton Agreement (KN3155) and in the annexed technical document). There are a number of reasons for these tests to be performed at CERN: there are similarities between the LHC and Aria cryostats, and CERN has significant expertise and experience in high sensitivity leak testing of cryostats and in independent validation of complex assemblies prior to underground installation, not to mention the availability at CERN of specialized leak-testing equipment.

All the 11 cryostat modules completed so far have passed the final test at CERN, and have been validated and certified to comply with the design requirements: no leaks detected (rate increase $<10^{-9}$ mbar L/s) after reaching a stable baseline of the order of $10^{-9}$ mbar L/s for the internal lines, and no leaks detected (rate increase $<10^{-9}$ mbar L/s) after reaching a stable baseline of the order of $10^{-8}$ mbar L/s for their vacuum envelopes.

There are several hundred internal welds on the complex boiler and condenser modules. For this reason it was decided to proceed to a further test on the bottom module. The boiler module was chosen to be thermally cycled to 87 K, followed by a repetition of the room temperature leak test. The tightness of the boiler module after thermal cycling to 87 K provides good confidence in the manufacturer’s build quality (note: the bottom module was the first to be manufactured). It was therefore decided not to perform a thermal cycle on the other modules.

The 11 modules manufactured so far are ready for shipping to Carbosulcis. An agreement has been reached with INFN-Central Administration and Cagliari Custom Office. Completion of the procedure for the transfer of the modules to INFN is expected in October 2017, and in sequence the transfer of the first batch of modules to Sardinia is expected within the end of 2017. Production of the remaining 19 modules is due to resume in September 2017. Tests at CERN will resume shortly afterwards and will also be performed on 29 bellows sleeves of 0.7 m diameter required to join all modules on site in Sardinia.

Carbosulcis has completed at the end of August 2017 the refurbishment of the mine shaft that
will host Seruci-I. This very complex procedure required the careful removal and elimination of
kilometers of tubing, piping, and electrical conduits. The refurbished winze, with its motors dating
to the 1950’s, is performing flawlessly. Carbosulcis is now switching its focus on procurement of
the stainless steel platforms to be installed in the mine shaft to support the Seruci-I cryogenic
distillation column.

The Aria group is also performing detailed simulations on the possible use of nitric oxide (NO)
in the limited height Seruci-0 equipment, such as to extrapolate performance on argon separation
for the Seruci-I column.

XI. READOUT

A larger TPC with as much as 8280 PDMs is being considered. This will offer several advantage
for the physics reach of DarkSide-20k including the increased self shielding to external and
radiogenic neutron backgrounds and additional sensitive volume for WIMP searches. The larger
number of channels (+60%) would not alter significantly the DAQ design, as described above, with
the exception of a modest increase in the bandwidth needed to connect the digitizer board to the
HLST. However, it will constitute a significant cost increase, due to the extra digitization channels
needed, beside the obvious cost increase due SiPMs, cold electronics, and optical connections for
the analog signals.

Several mitigation strategies are thus considered. One possibility arises from the better than
expected SNR of the latest SiPMs production with triple-doping, allowing higher gain of the SiPMs
for the same level of dark count rate and after pulsing. It is then conceivable to further sums the
signal from e.g. two adjacent PDMs, reducing thus the cost for the readout electronics by almost a
factor two. Further studies are on-going to study the performance of such a scheme and to optimize
the readout channel layout.

The new Veto design will require several photo-sensors operating in the LAr bath surrounding
the TPC vessel, that will share as much as possible the same characteristic as the TPC PDMs.
The number and placement of these detector element are not finalized yet but it is assumed that a
number of O(1000) additional channels should be added to the DAQ system. This constitutes an
increase of a factor 10 with respect to the old design, but on the other hand, the possibility to have
the very same signal processing in the backend electronics providing the analog-to-digital conversion
constitutes a significant simplification. Given the established performance of the DarkSide-20k
photo-sensors and front-end electronics it is not expected that Veto detector would cause significant
changes in the basic design highlighted above.

The basic readout element of the proposed DarkSide-20k DAQ is a multi channel board hosting
several fast ADCs linked to a large FPGA for digital signal processing and a host CPU for control,
monitor and data formatting using as an output channel 1 Gbit/s to 10 Gbit/s ethernet connection
to an external computer. The development of such board is an ongoing project at CAEN firm from
Viareggio, Italy. The basic layout and components have been selected and is expected that first
specimen of these boards will be available for testing at the end of 2018.

Specialized firmware is to be provided for noise filtering, basic data formatting and zero suppres-
sion in the FPGA. Possibility for custom trigger algorithm at the single board level is being also
explored allowing for coincidence of discriminated hits. This FPGA has more than 650k logic ele-
ments. It is expected that about 40% of those will be available for the customized algorithms. The
CPU will have direct access to DDR4 readout memory available also to the FPGA. On the ARM
cpu an embedded version of the Linux OS will run allowing easy development and deployment of
custom s/w for data processing and reduction as well as trasmission over tcp/ip on the available
1GEBE port. A similar, lab scale, project is being developed within Rome LABE (Electronic Lab).
In this case a first prototype is currently under test and there is the possibility of an early testing
of some of elements of the readout scheme.

To eliminate excessive electronic noise per channel a matched filtering algorithm has been implemented to process the waveforms. The optimally filtered waveform is obtained convolving the digitized signal of the PDM with the time-reversed template of the single photo-electron response. The template necessary to perform the filtering is directly extracted from data. The left panel of Fig. 9 shows the 1 PE output of the SiPM tile used to reach the SNR and timing performances required. In the right panel of the same figure the result of the filtering process is plotted. The raw waveforms acquired with a 1 GS/s CAEN V1751 digitizer board in LNGS lab have been processed and time-aligned using as reference the leading edge of the laser trigger pulses. Several orders of photo-electrons are well identifiable.

Given the quasi-exponential shape of the template, the convolution process has the effect of a first order low-pass filter with cutoff frequency of \( \frac{1}{2\pi\tau_{SCR}} \) on the baseline noise. This, together with the estimation of the SNR and of the 1 PE resolution obtained fitting the amplitude spectrum allows to make the estimation of the expected rate of fake hits after the matched filter use. Having set the discriminator threshold to 0.5 PE, the resulting rate of baseline induced hits is negligible (\( NR < 10^{-3} \text{Hz/channel} \)), whereas the signal detection efficiency is practically 100%. In these experimental conditions the only noise contribution expected is due to the SiPMs dark rate and their correlated noises. The use of a matched filtering technique, in addition to the SNR boost, also improves the timing resolution of the detector. This is just partly due to the reduction of the baseline noise. The maximum amplitude of the filtered waveform corresponds to the maximal superposition of the input waveform with the signal template, meaning that the whole information contained in the charge (i.e. the integral) of the SiPM pulse is used to form the filtered maximum. The time jitter for the 1 PE filtered waveforms is 16 ns, sufficiently good to effectively exploit the liquid argon pulse shape discrimination power. Very preliminary tests with the newer SiPM produced in recent FBK test runs with higher doping are even more promising showing the potential for better performance in terms of SNR and time resolution than discussed here.

The implementation of the matched filter algorithm on a Red Pitaya demonstrator is currently being carried out in the INFN section of Bologna. Preliminary tests of the system have been performed on a small LAr TPC at LNGS at the beginning of 2018 with positive result. In the next step the online filter will be implemented in test boards that will be provided by CAEN soon that will emulate all the functions of the future DAQ board.
TABLE I. Expected β/γ and nuclear recoil (NR) backgrounds expected during the full DarkSide-20k exposure, based on current data and Monte Carlo simulations. The center column gives the total number of single-scatter events within the energy region of interest (ROI) before the application of the fiducial and veto cuts and the PSD. The right-most column is the total number of events surviving the veto cut, fiducial volume cut, and PSD. Internal β/γ background does not include the $^{39}\text{Ar}$ depletion expected from Aria.

<table>
<thead>
<tr>
<th>Background</th>
<th>Events in ROI [5 yr$^{-1}$]</th>
<th>Background [100 t yr$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internal β/γ's</td>
<td>$3.1 \times 10^5$</td>
<td>$0.06$</td>
</tr>
<tr>
<td>Internal NRs</td>
<td>$&lt;10^{-3}$</td>
<td>$&lt;10^{-3}$</td>
</tr>
<tr>
<td>$e^{-} - \nu_{\text{pp}}$ scatters</td>
<td>$3.4 \times 10^4$</td>
<td>$&lt;10^{-3}$</td>
</tr>
<tr>
<td>External β/γ's</td>
<td>$&lt;5 \times 10^4$</td>
<td>$&lt;10^{-3}$</td>
</tr>
<tr>
<td>External NRs (OC)</td>
<td>-</td>
<td>$&lt;0.07$</td>
</tr>
<tr>
<td>Ext. NRs (TPC, PSV)</td>
<td>$2.8$</td>
<td>$&lt;0.015$</td>
</tr>
<tr>
<td>Cosmogenic β/γ's</td>
<td>$3 \times 10^5$</td>
<td>$&lt;0.01$</td>
</tr>
<tr>
<td>Cosmogenic NRs</td>
<td>-</td>
<td>$&lt;0.06$</td>
</tr>
<tr>
<td>$\nu$-Induced NR</td>
<td>2.7</td>
<td>1.6</td>
</tr>
</tbody>
</table>

XII. BACKGROUND SIMULATIONS

The background sources can be divided into three broad categories: 1) “Internal background” – ionizing events due to radioactive contamination and neutrino interactions in the active argon itself; 2) “External background” – ionizing events originating from radioactivity in the TPC, in the CV, in the surrounding AAr, in the PSV, in the OC, and in the rocks surrounding Hall C of the underground LNGS laboratory; 3) “Cosmogenic background” – ionizing events originating from the residual cosmic ray flux in Hall C.

As has already been discussed, the design of DarkSide-20k strongly reduces many of these backgrounds by features such as the use of UAr as a target material, the dual-phase LAr TPC design, and the nested detector system. To ensure that the science goals are achieved, the DarkSide Collaboration will implement a thorough system of controls based on background modeling, process and materials development, and materials radiopurity assay. The scope and prioritization of these activities will be informed by experience with DarkSide-50 [11, 12], collaborators’ experience with other experiments, and the experience of the low-background community in general. A full background model of the detector has been built from the G4DS Monte Carlo simulation and is under continuous refinement. The model will lead to radiological and environmental limits for all aspects of the project, and will allow identification of materials, systems, and processes that pose the greatest risks. Much is already understood about the radiopurity of materials, techniques for removing low-level radioactive contamination, and methods for avoiding contamination (e.g., from exposure to radon or dust).

The current state of the background estimates for the proposed 100 t yr exposure of DarkSide-20k is summarized in Tab. I.

XIII. ReD

The ReD project has as its main objective the development of advanced calibrations for the new optical readout with electronic and nuclear recoils. Thanks to the support hereby guaranteed by INFN CSN2 we have built the LAr TPC and carried out the first runs with radioactive sources.

In the present configuration, the detector design closely follows that used in SCENE. The active volume is contained within a 46 mm diameter, 112 mm tall, PTFE support structure lined with 3M Vikuiti\textsuperscript{TM} enhanced specular reflector and capped by fused silica windows. The LAr is viewed
through the windows by two SiPM 50 × 50 mm$^2$ tiles. The windows are coated with ITO, allowing for the application of electric field, and copper field rings mounted on the PTFE structure maintain field uniformity. All internal surfaces of the detector are evaporation-coated with TPB. A hexagonal stainless steel mesh is fixed at the top of the active LAr volume and electrically grounded to provide the drift field (between the bottom window and the mesh) and the extraction and amplification fields (between the mesh and the top window).

In 2017 the LAr TPC has been equipped with a SiPM custom tile manufactured by FBK placed on the bottom plane and readout with standard DarkSide-20k FEB; a second tile will be made as soon as the SiPMs are available. For the current run, the top plane optical readout is provided by a commercial SensL SiPMs array SensL-ArrayC-60035-64P and custom FEB. Gas pocket and HV commissioning were made up to drift field values (over 1.2 kV/cm) above the requirements for the experiment.

The commissioning runs allowed us to compare the light yield obtained with the photo-sensors demonstrating a similar or better performance of the FBK tiles with respect to that made with SensL SiPMs. Quenching measurements of the scintillation light were carried out according to the drift field (from 0 kV/cm to 1 kV/cm) for electron-recoils at different energies using standard gamma calibration sources. The reconstruction code has been tested and improved for the next data taking campaign.

The commissioning of the TPC in double phase is currently under way with a new data acquisition software implemented by the INFN Roma 1 and INFN Napoli groups. The new code, based on a recent project for the PADME experiment at LNF, has demonstrated to be stable and more easily supported for future ReD developments due to its simplicity with respect to older legacy DAQ code previously used, and is almost ready to be adopted as a baseline.

The new dedicated cryogenic system is under construction. The delivery of the new cryostat will enable the neutron beam measurements. To this purpose, a d-d neutron gun provided by Temple University was installed and commissioned in Naples.

At the same time, the LNS beam line is being set up, with the design and procurement of the custom scattering chamber, whose blueprint has recently been finalized. The scattering chamber is optimized for the $p(^7\text{Li},^7\text{Be})n$ primary reaction (primary $^7\text{Li}$ beam delivered by the TANDEM at LNS). When delivered, the scattering chamber will mounted on the “70 deg” beam line at LNS and equipped with a Si detector in order to tag the associated $^7\text{Be}$. The scattering chamber features a thin exit window (0.4 mm of aluminum) at about 25°, in order to minimize parasitic neutron interactions on the path to the LAr TPC.

A full stand-alone Geant4-based simulation of the ReD set up has been written and validated, which was used for the preliminary feasibility studies and for the optimization of the set-up for the $p(^7\text{Li},^7\text{Be})n$ measurement at LNS. For instance, the outcome of the simulation was used as input for the design of the scattering chamber and to select the distance between the TPC and the liquid scintillator neutron detectors, as a fair trade-off between angular resolution and counting rate. The simulation has been also extended in order to simulate the energy and angular spectrum of neutrons from the d-d reaction, e.g. from the Temple University neutron gun, or for a possible measurement at LNS with a dedicated d beam. In parallel, the ReD Monte-Carlo was fully incorporated into G4DS, an extensive Geant4-based modular framework in use for DarkSide-50 and DarkSide-20k. G4DS includes a rich set of particle generators and tuned physical processes, and, in particular, full optical propagation of photons produced by scintillation in LAr and by electroluminescence in GAr. The implementation for the ReD Monte Carlo consists of precise LAr TPC and cryostat
models, as well as a model for the liquid scintillator counters.
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Abstract

The GERmanium Detector Array (GERDA) experiment is searching for the neutrinoless double beta decay ($0\nu\beta\beta$) of the isotope $^{76}\text{Ge}$. High-purity germanium crystals enriched in $^{76}\text{Ge}$, simultaneously used as source and detector, are directly deployed into ultra-pure, cryogenic liquid argon, which acts both as cooling medium and shield against the external radiation. The second phase of the experiment is taking data since end of 2015 with 20 additional kg of custom-made BEGe-type Germanium detectors and an active LAr veto. The data release of June 2017 showed no evidence for a possible signal: the lower limit for the half-life of $^{76}\text{Ge}$ is $8.0 \times 10^{25}$ yr at 90% CL. The very low residual background found at the $Q$-value of the decay, about $10^{-3}$ cts/(keV·kg·yr), makes GERDA the first experiment in the field to be background-free for the complete design exposure of 100 kg·yr.

1 Introduction

The neutrinoless double beta decay ($0\nu\beta\beta$) is a hypothetical lepton-number-violating nuclear transition predicted by several extensions of the Standard Model of particle physics. Its detection would prove that neutrinos have a Majorana mass component and that lepton number is not conserved, thus providing a possible answer to the matter-antimatter asymmetry in the Universe and the origin of neutrino masses.

Searches for $0\nu\beta\beta$ are ongoing in a number of experiments around the world using different nuclei as $^{76}\text{Ge}$, $^{136}\text{Xe}$ and $^{130}\text{Te}$. The experimental signature of $0\nu\beta\beta$ is a peak in the distribution of the energy sum of two electrons at the $Q$-value of the decay ($Q_{\beta\beta}$). Typically only a few signal counts per kg per year are expected: a very strong suppression of all background sources and a high energy resolution are therefore required.
2 The GERDA experiment

The GERDA experiment, located at the underground Laboratori Nazionali del Gran Sasso (LNGS) of INFN in Italy, operates bare high-pure germanium detectors (HPGe) in liquid argon (LAr), which cools the detectors to their operating temperature of about 90 K and shields them from external radiation.

Figure 1 shows the setup of the experiment: the 64 m$^3$ LAr cryostat is contained in a 590 m$^3$ water tank, filled with ultra-pure water and equipped with photomultipliers, thus acting both as Cerenkov veto and additional shield. On the top of the water tank a clean room with a glove box and a lock is used for the assembly of HPGe detectors into strings.

The HPGe are arranged in an array of 6 strings hosting detectors enriched in $^{76}$Ge ($^{enr}$Ge): 7 coaxial detectors from the former Heidelberg-Moscow and IGEX experiments, and 30 newly developed Broad Energy germanium (BEGe) detectors featuring superior pulse shape discrimination performance. The detector array is complemented with a central string instrumented with three coaxial detectors made from germanium of natural isotopic composition.

In Phase II, the cylindrical volume around the detector strings is instrumented with a curtain of wavelength-shifting fibres read out at both ends with 90 silicon photomultipliers (SiPMs). Sixteen low-background photomultipliers (PMTs) are mounted below and above of the HPGe array.

All Ge detectors are connected to low radioactivity charge sensitive amplifiers. The charge signal traces are digitized with a 100 MHz sampling rate and a total window of 160 $\mu$s. Data are stored on disk and analyzed offline.

3 Data taking and event selection

GERDA is taking data since 2011. Data from the first phase of GERDA (Phase I) gave no positive indication of the $0\nu\beta\beta$ decay with an exposure of about 21.6 kg-yr and a background index at the $Q_{\beta\beta} = (2039.061 \pm 0.007)$ keV of $10^{-2}$ cts/(keV·kg·yr). A lower limit on the half-life of the process of $T_{1/2}^{0\nu} > 2.1 \cdot 10^{25}$ yr (90% C.L.) was set.

The second phase (Phase II), is ongoing since December 2015 and initial results were released in June 2016 with 10.8 kg-yr of total exposure and a background index of $10^{-3}$ cts/(keV·kg·yr) [1]. In June 2017 new data collected up to April 15th 2017 have been fully validated and analyzed for a total exposure of 34.4 kg-yr of $^{enr}$Ge (18.2 kg-yr from BEGe detectors and 16.2 kg-yr from coaxial detectors) [2].

The offline data analysis flow foresees a blind approach: events with a reconstructed energy in the interval $Q_{\beta\beta} \pm 25$ keV are not analysed but only stored on disk. After the entire analysis procedures and parameters have been frozen, these blinded events are processed.

Unphysical events, originating from electrical discharges or bursts of noise, are rejected by a set of multi-parametric cuts based on the flatness of the baseline, polarity and time structure of the pulse. Physical events at $Q_{\beta\beta}$ are accepted with an efficiency greater than 99.9% while no unphysical event survives the cuts above 1.6 MeV.

In 92% of $0\nu\beta\beta$ decays occurring in the active detector volume, the total $0\nu\beta\beta$ energy is detected in that detector. Therefore multiple detector coincidences are discarded as background events. In order to discriminate time-correlated decays from primordial radioisotopes, such as the radon progenies $^{214}$Bi and $^{214}$Po, two consecutive candidate events within 1 ms are rejected. Candidate events are also rejected if a muon trigger occurred within 10 $\mu$s before a germanium detector trigger or if any of the LAr light detectors record a signal of amplitude above 50% of the expectation for a single photo-electron within 5 $\mu$s from the germanium trigger.
Figure 1: Schematic layout of the GERDA setup. The zoom in the right-hand side of the figure displays the inner part of the setup.

The deposited energy is reconstructed with an improved digital filter optimized for each detector and each calibration. The energy scale and resolution is set by taking weekly calibration with $^{228}\text{Th}$ sources. The stability of the scale is continuously monitored by injecting charge pulses (test pulses) with a rate of 0.05 Hz and, weekly, by checking the shift of the position of the 2615 keV $\gamma$ line between two consecutive calibration (Fig. 2a). The average resolution at $Q_{\beta\beta}$, evaluated by using the calibration data, is shown in Fig. 2b; for coaxial detectors the width of the strongest $\gamma$ lines in the physics data (1460 keV from $^{40}\text{K}$ and 1525 keV from $^{42}\text{K}$) is found to be 0.5 keV larger than expected, probably due to gain instabilities in the corresponding readout channels between calibrations. The effect is accounted for by including a correction term; the average resolution at $Q_{\beta\beta}$ is 3.90(7) keV and 2.93(6) keV FWHM for the enrGe coaxial and BEGe detectors, respectively.

Due to the short range of electrons in germanium ($\sim$1 mm), $0\nu\beta\beta$ decays produce a localized energy deposit. The time profile of the Ge current signal can be used to disentangle $0\nu\beta\beta$ decays (single-site events, SSE) from background events such as $\gamma$-rays, which mainly interact via Compton scattering with an average free path of $\sim$1 cm (multi-site events, MSE), or external $\alpha/\beta$-rays, which deposit their energy on the detector surface. The geometry of the BEGe detectors allows the application of a simple mono-parametric Pulse Shape Discrimination (PSD) technique based on the maximum of the detector current pulse $A$ normalized to the total energy.
4 Statistical analysis and results

In June 2017, data from the BEGe detectors taken between June 1, 2016 and April 15, 2017 has been unblinded, providing an additional exposure of 12.4 kg·yr with respect to [1]. Two extra events passing all selection cuts are found in the blinded energy region; both of them being more than 15 keV away from \( Q_{\beta\beta} \) (namely > 10\( \sigma \)) they cannot be attributed to \( 0\nu\beta\beta \) decay. Due to a recently identified background population not efficiently rejected by ANN PSD, data from coaxial detectors (11.2 kg·yr) were not unblinded. It will be unblinded in a future data release, when a new cut is developed to suppress this background. The background in the signal region is \( 10^{-3} \text{ cts/(keV-kg-yr)} \) for BEGe detectors and \( 2.7 \times 10^{-3} \text{ cts/(keV-kg-yr)} \) for coaxials. The energy spectra around \( Q_{\beta\beta} \) for Phase I, Phase II coaxial detectors and Phase II BEGe detectors (after all cuts) are shown in Fig. 3.

The total exposure available for analysis is \( (471.1 \pm 8.5) \text{ mol-yr of } ^{76}\text{Ge} \). Both a frequentist and a Bayesian analysis, based on an unbinned extended likelihood function described in the Methods Section of Ref. [1], is performed. The fit function is a flat distribution for the background and a Gaussian centered at \( Q_{\beta\beta} \) with a width according to the resolution for a possible \( 0\nu\beta\beta \) signal. The signal strength \( S = 1/T_{1/2}^{0\nu} \) is calculated for each data set (both for Phase I and Phase II, for coaxial and BEGe detector respectively) according to its exposure and efficiency while the inverse half-life \( 1/T \) is a common free parameter. The analysis accounts for the systematic uncertainties due to efficiencies and energy resolutions, and to a possible offset in the energy scale. The limit on the half-life of \(^{76}\text{Ge} \) is \( T_{1/2}^{0\nu} > 8.0 \times 10^{25} \text{ yr} \) (90\% CL) (frequentist) and \( T_{1/2}^{0\nu} > 5.1 \times 10^{25} \text{ yr} \) (Bayesian), while the median sensitivity for the 90\% CL lower limit of \( T_{1/2}^{0\nu} \) is \( 5.8 \times 10^{25} \text{ yr} \) (frequentist) and \( T_{1/2}^{0\nu} > 4.5 \times 10^{25} \text{ yr} \) (Bayesian) [3].
Figure 3: Energy spectra around $Q_{\beta\beta}$ for Phase I, Phase II coaxial detectors and Phase II BEGe detectors after all cuts. The binning is 2 keV. The blue lines show the hypothetical $0\nu\beta\beta$ signal for $T_{1/2}^{0\nu} = 8.0 \cdot 10^{25}$ yr, sitting on the constant background.
5 Conclusions

The GERDA experiment is currently taking data. The ambitious design goal for the background level of $10^{-3}$ cts/(keV·kg·yr) was fulfilled, thus, making GERDA the first “background-free” experiment for the whole design exposure; the sensitivity is therefore expected to grow linearly with the exposure and the median sensitivity is expected to reach $10^{26}$ yr within 2018. At present, thanks to the powerful pulse shape discrimination of BEGe detectors and to the detection of the argon scintillation light, GERDA has reached the world-best background index (BI) at $Q_{\beta\beta}$ if weighted with the energy resolution of the detectors.

The excellent performances in terms of background index and energy resolution motivates a future extension of the program in a medium term time scale. The LEGEND collaboration aims to build a 200 kg enriched germanium experiment using the GERDA cryostat. Such an experiment would remain background-free up to an exposure of 1000 kg·yr provided the background can be further reduced by a factor 5-10; thus LEGEND-200 [4] would allow to reach a half-life of $10^{27}$ yr. The 200 kg project is conceived as a first step towards a more ambitious 1-ton experiment that would allow to reach a sensitivity of $10^{28}$ yr, thus, fully covering the inverted hierarchy region in ten years of data taking.

6 Other works

6.1 Limits on uranium and thorium bulk content in Gerda Phase I detectors.

Internal contaminations of $^{238}$U, $^{235}$U and $^{232}$Th in the bulk of high purity germanium detectors are potential backgrounds for experiments searching for neutrinoless double beta decay of $^{76}$Ge. The data from Gerda Phase I have been analyzed for alpha events from the decay chain of these contaminations by looking for full decay chains and for time correlations between successive decays in the same detector. No candidate events for a full chain have been found. Upper limits on the activities in the range of a few nBq/kg for $^{226}$Ra, $^{227}$Ac and $^{228}$Th, the long-lived daughter nuclides of $^{238}$U, $^{235}$U and $^{232}$Th, respectively, have been derived. With these upper limits a background index in the energy region of interest from $^{226}$Ra and $^{228}$Th contamination is estimated which satisfies the prerequisites of a future ton scale germanium double beta decay experiment [5].

6.2 Pulse shape discrimination studies with a dedicated setup.

Pulse shape discrimination is an important handle to improve sensitivity in low background experiments. A dedicated setup was built to investigate the response of high-purity germanium detectors to single Compton scattered events. Using properly collimated γ-ray sources, it is possible to select events with known interaction location. The aim is to correlate the position dependent signal shape with geometrical and electrical properties of the detector. The design and the performance of the setup with a first look on data are reported in [6].

6.3 Mitigation of $^{42}$Ar/$^{42}$K background for the GERDA Phase II experiment.

Background coming from the $^{42}$Ar decay chain is considered to be one of the most relevant for the GERDA experiment, which searches for the neutrinoless double beta decay of $^{76}$Ge. The sensitivity strongly relies on the absence of background around the Q-value of the decay. Background coming from $^{42}$K, a progeny of $^{42}$Ar, can contribute to that background via electrons from the continuous spectrum with an endpoint at 3.5 MeV. Research and development on the
suppression methods targeting this source of background were performed at the low-background test facility LArGe. It was demonstrated that by reducing $^{42}$K ion collection on the surfaces of the broad energy germanium detectors in combination with pulse shape discrimination techniques and an argon scintillation veto, it is possible to suppress $^{42}$K background by three orders of magnitude. This is sufficient for Phase II of the GERDA experiment [7].

6.4 Pulse shape discrimination performance of Inverted Coaxial Ge detectors.

The characterization of two inverted coaxial Ge detectors in the context of being employed in future $^{76}$Ge neutrinoless double beta decay experiments has been studied in [8]. It is an advantage that such detectors can be produced with bigger Ge mass as compared to the planar Broad Energy Ge (BEGe) or p-type Point Contact (PPC) detectors that are currently used in the Gerda and Majorana Demonstrator $0\nu\beta\beta$ decay experiments respectively. This will result in a lower background for the search of $0\nu\beta\beta$ decay due to a reduction of detector surface to volume ratio, cables, electronics and holders which are dominating nearby radioactive sources. The measured resolution near the $^{76}$Ge Q-value at 2039 keV is 2.3 keV FWHM and their pulse-shape discrimination of background events are similar to BEGe and PPC detectors. It is concluded that this type of Ge-detector is suitable for usage in $^{76}$Ge $0\nu\beta\beta$ decay experiments.
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Abstract

Aim of the LUNA experiment is the direct measurement of the cross section of nuclear reactions relevant for stellar and primordial nucleosynthesis. The year 2017 was dedicated to experiments on the $^2\text{H}(p,\gamma)^3\text{He}$, $^6\text{Li}(p,\gamma)^7\text{Be}$ and $^{13}\text{C}(\alpha,n)^{16}\text{O}$ reactions. Data analysis to extract the cross section at astrophysical energies for the processes $^{22}\text{Ne}(p,\gamma)^{23}\text{Na}$, $^{23}\text{Na}(p,\gamma)^{24}\text{Mg}$ and $^{18}\text{O}(p,\gamma)^{19}\text{F}$ reactions was also completed. Relevant progresses have been achieved in the development of the LUNA-MV project carried out in the same period of the LUNA activities and new progresses were obtained.

1 The $^6\text{Li}(p,\gamma)^7\text{Be}$ reaction

The $^6\text{Li}(p,\gamma)^7\text{Be}$ reaction takes part in Big Bang Nucleosynthesis and contributes to lithium depletion during the pre-main sequence phase of stellar evolution. Its cross section is poorly constraint at the energies of astrophysical interest, especially since the discovery of a resonance at center of mass energy of 195 keV [1].

A new direct measurement of the $^6\text{Li}(p,\gamma)^7\text{Be}$ cross section was started at LUNA in December 2016. First a feasibility test was performed, in which the experimental setup was mounted and tested, then seven weeks of data taking were performed between March and September 2017. The experimental setup consisted in a scattering chamber with water-cooled target holder, an HPGe detector mounted in close geometry at 55$^\circ$ from the beam direction and a silicon detector mounted at 145$^\circ$ used to detect charged particles from the competing reaction $^6\text{Li}(p,\alpha)^3\text{He}$. At LUNA, the $^6\text{Li}+p$ excitation function was measured on six different targets of three different types: evaporated lithium oxide targets, evaporated lithium tungstate targets and an infinitely thick lithium chloride target. All targets were enriched in $^6\text{Li}$ at the 95% level. The proton beam energy range between 80 and 400 keV was explored, spanning completely the energy range of the new tentative resonance. Target stability was periodically checked by measuring the reaction yield at a reference energy. All targets proved to be stable against beam irradiation (target deterioration was always $<20\%$).

The targets used for the LUNA measurements have been characterized at the Helmholtz-Zentrum Dresden-Rossendorf (HZDR) using two independent techniques: Nuclear Reaction Analysis (NRA, 1 week of beam time in July 2017) and Elastic Recoil Detection Analysis (ERDA). Combining the results from the two techniques it is possible to obtain a complete characterization of the targets: while ERDA provides the abundances of different light elements in the target, NRA provides a more detailed distribution of the $^6\text{Li}$ as a function of the depth. Figure 1 shows typical $^6\text{Li}+p$ peaks as observed with the HPGe detector irradiating a 130 $\mu$g/cm$^2$ thick lithium tungstate target and a scan obtained at HZDR for the same target. The data analysis to extract the cross section from the measured yield is presently ongoing.

2 The $^2\text{H}(p,\gamma)^3\text{He}$ reaction

The primordial abundance of deuterium, $(\text{D}:\text{H})_{\text{obs}}$, is presently known with good accuracy, $(\text{D}:\text{H})_{\text{obs}} = (2.53 \pm 0.04) \times 10^{-5}$ [3], while the corresponding $(\text{D}:\text{H})_{\text{BBN}}$ obtained from the BBN calculations, $(\text{D}:\text{H})_{\text{BBN}} = (2.65 \pm 0.07) \times 10^{-5}$ [4], is affected by a 3% uncertainty due to the insufficient knowledge of $S_{12}$ in the relevant energy interval. Only a single dataset of $S_{12}$ is available in the relevant energy range [?] and, according to the Authors, it is affected by a systematic error of 9%. The situation is even worst when considering a 20% discrepancy of that data with the theoretical previsions [5]. For all these reasons an experimental effort to measure the cross section with 3-5% accuracy is needed.
Figure 1: $^6$Li(p,$\gamma$): detail of the in-beam $\gamma$ spectrum measured by a HpGe detector. (left) and a typical resonance scan (right) to characterize the target depth and deterioration.

Figure 2: $^6$Li(p,$\gamma$): a typical resonance scan (right) to characterize the target depth and deterioration.
The $^2\text{H}(p,\gamma)^3\text{He}$ experiment at LUNA consists of two main phases characterized by different setups. The former is a windowless gas target filled with deuterium surrounded by a $4\pi$ BGO detector [2]. The data taking as well as the analysis of this phase have been concluded and the results will be published as soon as also the second phase will be over. The set up of this latter phase consists of a 137% HPGe detector in close geometry with the interaction chamber. With this setup the angular distribution can be inferred by exploiting the high energy resolution of the detector and the Doppler effect responsible for the broad energy distribution of the detected gamma rays coming from different directions inside the extended gas target. The $^2\text{H}(p,\gamma)^3\text{He}$ photons have an energy of about 5.5 MeV, far away from the energy of the commonly used radioactive sources. Thus, for determining the setup efficiency a different technique based on the well-known resonant reactions $^{14}\text{N}(p,\gamma)^{15}\text{O}$ and on $^{60}\text{Co}$ radioactive decay has been used. In order to reduce the systematic error due to the summing correction, the set-up efficiency has been measured exploiting the coincidence between two $\gamma$-rays emitted in cascade (from source as well as from reaction) and detected by two different germanium detectors, the main detector (Ge1) and a second one used as the acquisition trigger (Ge2). Whenever Ge2 detects an event 1, it enables Ge1 that can thus detect photon 2 emitted in cascade: the ratio of the observed photons with respect to the number of triggers provides the Ge1 efficiency. In case of $^{60}\text{Co}$, for each radioactive decay process, two photons, $1 = 1.17$ MeV and $2 = 1.33$ MeV, are produced. In the case of the resonant capture, several decay branches are able to provide two photons in cascade of energies up to 6.7 MeV, even higher than the $^2\text{H}(p,\gamma)^3\text{He}$ reaction. This method allows fixing precisely the detector energy response (fig. 3).

To measure the cross section we did a scan in the energy range of interest ($30\text{ keV} < E_{cm} < 300\text{keV}$) with 30-50 keV steps; two runs were performed for each energy: one with deuterium gas inside the scattering chamber, the other with $^4\text{He}$ in order to evaluate the beam induced background contribution and the eventual deuterium implantation. The data taking has been completed, the analysis is ongoing.

3 The $^{22}\text{Ne}(p,\gamma)^{23}\text{Na}$ reaction

The $^{22}\text{Ne}(p,\gamma)^{23}\text{Na}$ reaction is important for hydrogen burning in AGB stars, novae and possibly also the simmering phase preceding type Ia supernovae. Its reaction rate at the relevant temperatures is controlled by a number of resonances and by the direct capture component. This reaction has been studied at LUNA in two phases.

The first phase (with two HPGe detectors placed at 55° and 90° with respect to the beam direction) is now completed and results have been reported in two different papers [6, 7]. Three resonances (156.2, 189.5, and 259.7 keV) have been directly observed for the first time and for other three (71, 105, and 215 keV,) improved upper limits on the strength were given. The LUNA result reduces greatly the uncertainties compared to NACRE [8] and STARLIB [9] and changes the central value. The impact of the new LUNA data has been evaluated into AGB stellar models showing a drastic reduction of the uncertainties on the element abundances [10].

A second phase, characterized by a high efficiency setup ($4\pi$ BGO), described in details in [11], provided a reduction of the upper limit of the 71 keV and 105 keV resonances by a factor of 25 and 100, respectively. We have also measured the direct capture component at 4 energies, between 200 and 360 keV.
4 Study of the $^{22}\text{Ne}(\alpha,\gamma)^{26}\text{Mg}$ reaction

This reaction is a competitor to the $^{22}\text{Ne}(\alpha,n)^{25}\text{Mg}$ neutron source for the astrophysical s-process. In the energy range of LUNA400, only $^{22}\text{Ne}(\alpha,\gamma)^{26}\text{Mg}$ is energetically possible: the $^{22}\text{Ne}(\alpha,n)^{25}\text{Mg}$ channel opens only above the reaction threshold of $E_{\alpha} > 564$ keV. The study of $^{22}\text{Ne}(\alpha,n)^{25}\text{Mg}$ is part of the LUNA-MV science case. There is a possible resonance in $^{22}\text{Ne}(\alpha,\gamma)^{26}\text{Mg}$ at $E_{\alpha} = 395$ keV, which is presently only constrained by indirect data, with reported upper limits in the $10^{-9} - 10^{-13}$ eV range. If confirmed at the $10^{-9}$ eV level, the 395 keV resonance would effectively shut down the $^{22}\text{Ne}(\alpha,n)^{25}\text{Mg}$ neutron source for temperatures below 300 MK, affecting a wide range of astrophysical s-process scenarios.

Using an enriched $^{22}\text{Ne}$ gas target and the experimental setup from the $^{22}\text{Ne}(p,\gamma)^{23}\text{Na}$ experiment with the $4\pi$ BGO, an attempt has been made to observe or disprove the existence of such a resonance. The preliminary analysis of the first data shows no additional beam-induced background, confirming the sensitivity of the setup, and no resonance signal. The feasibility test has proven that an upper limit on the resonance strength of $10^{-10}$ eV can be achieved. Further improvements, with a new borated polyethylene shielding are foreseen and will be implemented during the beam-time of March-May 2018.

5 The $^{13}\text{C}(\alpha,n)^{16}\text{O}$ reaction

The $^{13}\text{C}(\alpha,n)^{16}\text{O}$ reaction is the major neutron source in low mass AGB stars: the temperature of interest is around $1 - 2 \times 10^8$ K which translates into an effective energy range between 120 and
250 keV.

In this last year two main milestones have been achieved and successfully completed: the final configuration of the neutron detector and the study of $^{13}$C targets. The $^{3}$He LUNA counters, an array composed of 18 counters, have been characterized in terms of internal background, and arranged in the final configuration inside a polyethylene moderator, at the moment installed in the beam line of the LUNA 400kV accelerator. In Figure 2 is shown the comparison between LUNA counters, and Notre Dame counters (this array has been used in a campaign to characterize the neutron flux of some international deep underground laboratories [12]): the complete analysis of the runs gave an activity of $1.6 \times 10^{-6}$ alpha cm$^{-2}$ s$^{-1}$, and $6 \times 10^{-5}$ alpha cm$^{-2}$ s$^{-1}$, for the LUNA and the Notre Dame counters, respectively. This means that the intrinsic activity of the new LUNA counters is a factor of 37 lower, which is a key feature for a successful measurement of the low energy $^{13}$C($\alpha$,n)$^{16}$O cross section. An extensive production of evaporated targets enriched in $^{13}$C at 99% on tantalum backing has been done in MTA-ATOMKI, Debrecen. The target characterization has been performed using the reaction $^{13}$C($\alpha$,n)$^{16}$O. Figure 4 shows a sample of the thick-target $\gamma$-ray yield curve of the $E_{R,lab}=1748$ keV resonance. The sharp front edge is determined by the convolution of the beam resolution and the natural width of the resonance; this is followed by a constant plateau. The $^{13}$C atoms are nearly homogeneously distributed from the surface to a depth of 4-5 keV at half maximum. The high energy tail is due to the effects of energy straggling of the proton beam. The reproducibility and the thickness of the targets have been confirmed by several measurements.

Last commitment was the developing of the target chamber: it has been completely commissioned, and a new the target holder is built in a way to mount three targets at the same time and to select one of them for the measurement without breaking the vacuum system of the target chamber. The complete experimental setup, presently in operation at LUNA, is shown in Figure 5.

The steps for the next semester include: to finalize the PSD analysis and the submission of the relative paper, to complete the cross section measurements in the low energy range, to perform the efficiency measurements of the detector setup above ground in the MTA-ATOMKI laboratory. Data taking will continue in different runs at least to the end of 2018.

6 LUNA MV

The LUNA MV accelerator will provide intense beams of $H^+$, $^{4}$He$^+$, $^{12}$C$^+$ e $^{12}$C$^{++}$ in the energy range: 350 keV - 3.5 MeV. The procedure related to the accelerator supply is under the responsibility of the RUP (Responsible of the Procedure), G. Imbriani (University and INFN Neaples) while the designer and DEC (Executive Work Director) is M. Junker (INFN-LNGS). The technical coordinator (TC) for all the activities related to site preparation is L. Di Paolo, a LNGS engineer. Di Paolo is also GLIMOS and RAE for the LUNA-MV project. The LUNA Spokesperson, P. Prati (University and INFN-Genoa), is also the LUNA-MV Principal Investigator. The budget allocated to the project derives from a grant of the Italian Ministry of Research (MIUR) for a total of 5.3 M.

A proposal for the scientific program at LUNA-MV has been submitted to LNGS and INFN in July 2016. The proposal considers only the first five year of operation of the future LUNA-MV accelerator even if the scientific life of the new laboratory will be much longer (likely not less than 30 years). The scientific case for such five-year period is detailed in the proposal: briefly the plan is to measure the cross section of four processes: $^{14}$N($p,\gamma$)$^{15}$O (the bottleneck of the CNO cycle, already studied at LUNA in the past but still uncertain due to a high energy discrepancy), $^{12}$C+$^{12}$C (the key process for Carbon burning), $^{13}$C($\alpha$,n)$^{16}$O and $^{22}$Ne($\alpha$,n)$^{25}$Mg
Figure 4: Background spectra measured at surface and deep underground at LNGS by standard (red) and low intrinsic activity (blue) $^3$He counters. The latter have been selected to build the new LUNA neutron detector.

Figure 5: Thick-target $\gamma$-ray yield curve of the $E_{R,lab}=1748$ keV resonance for one of the $^{13}$C-LUNA targets.
Figure 6: Rendering of the LUNA-MV experimental hall. The accelerator and the two beam lines are visible.
(the two neutron sources for nucleosynthesis beyond Iron with the s-process). To successfully complete the scientific program in the given period, two beam lines must be built (actually, one of the two will be delivered by HVE as part of the accelerator tender) and equipped for experiments with solid and gas targets. A lay-out of the whole plant is given in Figure 1. A fifth process, $^{12}C(\alpha,\gamma)^{16}O$, is as well universally recognized to have outstanding importance and it is definitively included in the LUNA scientific goals. Due to the high complexity and cost, the LUNA Collaboration proposes to postpone the study of $^{12}C(\alpha,\gamma)^{16}O$ to the second five-year period at LUNA-MV.

**Project status at September 2017**

The project goal is to install the new LUNA-MV accelerator in the North part of Hall-B of LNGS. While the accelerator construction is in progress at HVEE, INFN is committed to prepare all the other parts of the new facility i.e. a shielded room for the accelerator and two beam lines, an underground building to host the control room and other technical services, all the technological plants. Furthermore, at the time of the accelerator delivering at LNGS, INFN must also have obtained the authorization (“Nulla Osta di categoria B”) to run the machine. Presently, as better described in the following, the facility must be ready to receive the accelerator by December 2018. The whole process can (and has been) splitted in several items that are discussed separately in the following:

1. **Accelerator and contract between INFN and HVEE**

   The construction of the accelerator is in progress at HVEE. A protocol for the in-house acceptance tests (that will be coordinated by A. Di Leva, University and INFN Naples) has been discussed with HVEE. Such tests are foreseen for June 2018. Since (see below), INFN and HVEE agreed to deliver the accelerator in LNGS at January 2019. After the accelerator deployment at LNGS, a period of six months will be dedicated to set-up, commissioning and final acceptance tests. The whole activity described in the contract between INFN and HVEE must be completed within June 2019 and the party responsible of any delay is subjected to the payment of penalty clauses.

2. **Construction of the accelerator room**

   The LUNA-MV accelerator will be completely closed by a shielding made by 80 cm concrete wall in all the directions (roof included), see Figure 1. The design work to fix the shielding thickness necessary to maintain the neutron flux outside the accelerator room at the level of 10^{-7} n cm^{-2} s^{-1} has been described in previous reports. The constructive design, including the mounting procedure (see Figure 2), has been defined by an external Engineer and a dedicated tender has been closed in May 2017 with the selection of the Society Vibrocementi which offered the lowest price. The construction works in Hall B should start in May 2018 and be concluded within July 2018.

3. **Construction of the control room**

   The control room (see Figure 3) will be hosted inside a two-floor building located at the South side of the shielded accelerator area.
The building has been entirely designed by the LNGS technical division and the tender to select the provider has been closed on September 18th, 2017. The beginning of the works will be anyway delayed till the conclusion of the construction of the accelerator room. The present estimate fixes the delivering of the control room within October 2018.

4. Technological plants

The design of all the technological plants for the LUNA-MV facility (i.e. electric power, cooling, venting, safety systems, internal and external connectivity, etc) has been initially defined by the LNGS technical division and then detailed in the final and constructive design by the Society STAIN srl, selected through a public tender. As for the previous point, the works on the plants will anyway start only after the completion of the accelerator room and they should be anyway concluded by December 2018.

References

[12] A. Best et al. NIM A 812 (2016), 1

7 List of Publications

1. Neon and Sodium ejecta from intermediate mass stars: The impact of the new LUNA rate for the $^{22}\text{Ne}(p,\gamma)^{23}\text{Na}$


2. *Big Bang 6-Lithium Nucleosynthesis studied deep underground*
Astroparticle Physics 89 (2017) 57

3. *Origin of meteoritic stardust unveiled by new proton-capture rate on oxygen-17*
Nature Astronomy 1 (2017) 0027

4. *The impact of the revised $^{17}$O($p,\alpha$)$^{15}$N reaction rate on the $^{17}$O stellar abundances and yields*
Astronomy and Astrophysics 598 (2017) A128
8 Conference Proceedings

1. F. Cavanna, R. Depalo, *Three New Low-Energy resonances in the $^{22}$Ne$(p,\gamma)^{23}$Na reaction*, Nuclei in the Cosmos XIV, Toki Messe, Niigata, Japan
   Proceedings of the 14th International Symposium on Nuclei in the Cosmos (2016)

2. V. Mossa, *Study of the $^2H(p,\gamma)^3$He reaction in the Big Bang Nucleosynthesis energy range at LUNA*
   EPJ Web of Conferences 165 (2017) 01038

3. A. Guglielmetti, *Nuclear Astrophysics and Luna MV*
   PoS(NEUTEL2017)(2017) 025

4. G. F. Ciani, A. Best, L. Csedreki, Gy. Gyürky, I. Kochanek *Target characterizations for direct measurement of the $^{13}$C($\alpha,n)^{16}$O reaction at LUNA 400*
   EPJ (European Physical Journal) Web of Conferences (2017) 165 01012

5. L. Csedreki, G. F. Ciani, I. Kochanek, A. Best *Introduction of the new LUNA experimental setup for high precision measurement of the $^{13}$C($\alpha,n)^{16}$O reaction for astrophysical purposes*
   EPJ (European Physical Journal) Web of Conferences 165 (2017) 01017

6. C. Abia, O. Straniero, P. Ventura *Isotopic ratios of C, O and light element abundances in AGB stars undergoing Hot Bottom Burning*
   MemSAIt 88 (2017) 360

7. A. Caciolli *Nuclear Astrophysics in underground laboratories: the LUNA experiment*
   EPJ Web of Conferences Volume 163 (2017) 00009

8. C.G. Bruno *Underground Study of the $^{17}$O($p,\alpha)^{14}$N Reaction at UNA*
   JPS Conf. Proc 14, 020401 (2017)

9. M. Lugaro, A. I. Karakas, D. A. Garca-Hernndez, L. R. Nittler, and The LUNA Collaboration, *Cosmic chemistry from AGB stars and its dependence on the initial stellar mass*
   Memorie della Societa Astronomica Italiana, 88 (2017) 237

10. S. Zavatarelli *Neutrino physics and nuclear astrophysics: the LUNA MV project at Gran Sasso*

11. A. Boeltzig *$^{23}$Na$(p,\gamma)^{24}$Mg Cross Section Measurements*
    EPJ Web of Conferences 165 (2017) 01006

12. A. Boeltzig *Status of Direct $^{23}$Na$(p,\gamma)^{24}$Mg and $^{18}$O$(p,\gamma)^{19}$F Cross Section Measurements Underground at LUNA*

13. F. Pantaleo *Direct cross section measurement for the $^{18}$O$(p,\gamma)^{19}$F reaction at astrophysical energies at LUNA*
    EPJ Web of Conferences 165 (2017) 01040

14. M. Junker *Experiences and Prospects of Nuclear Astrophysics in Underground Laboratories*
    WORLD SCIENTIFIC (2017) 464-471
15. F. Ferraro Low-Background, High-Efficiency Setup for the Study of $^{22}\text{Ne}(p,\gamma)^{23}\text{Na}$ Reaction at Low Energy

16. F. Ferraro Newly Discovered Low Energy Resonances in the $^{22}\text{Ne}(p,\gamma)^{23}\text{Na}$ at Luna
The 26th International Nuclear Physics Conference (2017)

9 Invited talks

1. A. Caciolli, FUSION17, Hobart-Australia, 20-24 February 2017

2. A. Guglielmetti, XVII INTERNATIONAL WORKSHOP NEUTRINO TELESCOPES, Venezia-Italy, 13-17 March 2017

3. A. Guglielmetti, SCUOLA DI OTRANTO (for PhD students), Otranto-Italy, 26-31 May 2017

4. A. Guglielmetti, SIF, Trento-Italy, 11-15 September 2017

5. A. Guglielmetti, Ages²: taking stellar ages to the next power, Elba (IT), 18-22 September 2017

6. O. Straniero, 14th Russbach school on Nuclear Astrophysics, Russbach (Austria), 12-18 March 2017

7. O. Straniero, 9th European Summer School on Experimental Nuclear Astrophysics (Santa Tecla School), Acireale (Italy) 17-24 September 2017

8. M. Aliotta, 55th International Winter Meeting on Nuclear Astrophysics, Bormio (Italy), 23-27 January 2017

9. M. Aliotta, Workshop on Nuclear Astrophysics at Dresden Felsenkeller, Dresden (Germany), 26-28 June 2017

10. M. Aliotta, BRIDGCE Workshop, Edinburgh (UK), 4-5 September 2017

11. M. Lugaro, Meeting of the MTA CSFK, Budapest (Hungary), 15 February 2017

12. M. Lugaro, Meeting of the MTA Department of Physics, Budapest (Hungary), 11 May 2017


14. F. Cavanna, CGS16, Shanghai (China), 18-22 September 2017

15. F. Ferraro, GIANTS IX, Bologna (IT), 5-6 October 2017

16. G. Imbriani, Gordon Research Conference at Colby-Sawyer College New London, NH, USA 19-23 June 2017
17. G. Imbriani, Towards the ANDES laboratory flag-ship and further experiments Buenos Aires, Argentina 29-30 June 2017

18. C.G. Bruno, GIANTS IX, Bologna (IT), 5-6 October 2017

19. G.F. Ciani, GIANTS IX, Bologna (IT), 5-6 October 2017

20. A. Best, GIANTS IX, Bologna (IT), 5-6 October 2017

21. A. Best, 9th European Summer School on Experimental Nuclear Astrophysics (Santa Tecla School), Acireale (Italy) 17-24 September 2017

22. M. Aliotta, 9th European Summer School on Experimental Nuclear Astrophysics (Santa Tecla School), Acireale (Italy) 17-24 September 2017

23. R. Depalo, Particles and Nuclei International Conference 2017 (PANIC2017) Beijing (China) 1-5 September 2017

24. R. Depalo, GIANTS IX, Bologna (IT), 5-6 October 2017

25. C. Broggini, 9th European Summer School on Experimental Nuclear Astrophysics (Santa Tecla School), Acireale (Italy) 17-24 September 2017

26. A. Formicola, NPA8 Catania (Italy), 18-23 June 2017


28. A. Formicola, PISA Summer School, Pisa (Italy), 24-28 July 2017

29. P. Prati, TAUP 2017 - XV International Conference on Topics in Astroparticle and Underground Physics, Sudbury, ON, Canada, 24-28 July 2017

30. P. Prati, Workshop on Nuclear Astrophysics at the Dresden Felsenkeller, Dresden (Germany), 26-28 June 2017

31. P. Prati, TNPI2017 - XVI Conference on Theoretical Nuclear Physics in Italy, Cortona (Italy), 3-5 October 2017

32. P. Prati, ISTROS, Casta-Papiernicka Centre, Slovacchia, 14-19 May 2017

10 Contributed talk

1. O. Straniero, 13th Patras Workshop on Axions, WIMPs and WISPs Thessaloniki (Greece), 11-19 May

2. C.G. Bruno, BRIDGCE Workshop, Edinburgh (UK), 4-5 September 2017

3. F.R. Pantaleo, Nuclear Physics in Astrophysics VIII, Catania (Italy) 18-23 June 2017

4. V. Mossa, Nuclear Physics in Astrophysics VIII, Catania (Italy) 18-23 June 2017
11 PhD Theses

*Direct measurement of the $^{22}\text{Ne}(p,\gamma)^{23}\text{Na}$ reaction cross section at astrophysical energies*
Federico Ferraro, PhD thesis
Università degli Studi di Genova, March 2017
Supervisors: Prof. Paolo Prati
Referee: PD. Dr. Daniel Bemmerer, Prof. Paola Marigo

*Hydrogen burning: Study of the $^{22}\text{Ne}(p,\gamma)^{23}\text{Na}$, $^{3}\text{He}(\alpha,\gamma)^{7}\text{Be}$ and $^{7}\text{Be}(p,\gamma)^{8}\text{B}$ reactions at ultra-low energies*
Marcell P. Takács, PhD thesis
Technische Universität Dresden, September 2017
Supervisors: PD. Dr. Daniel Bemmerer, Prof. Kai Zuber
The XENON Project

E. Aprile\textsuperscript{a,*}, J. Aalbers\textsuperscript{b}, F. Agostini\textsuperscript{c,d}, M. Alfonsi\textsuperscript{e}
F. D. Amaro\textsuperscript{f}, M. Anthony\textsuperscript{a}, F. Arneodo\textsuperscript{g}, P. Barrow\textsuperscript{h}, L. Baudisch\textsuperscript{h}
B. Bauermeister\textsuperscript{i}, M. L. Benabderrahmane\textsuperscript{g}, T. Berger\textsuperscript{k}
P. A. Breuer\textsuperscript{b}, A. Brown\textsuperscript{b}, E. Brown\textsuperscript{k}, S. Bruenner\textsuperscript{l}
G. Bruno\textsuperscript{c}, R. Budnik\textsuperscript{m}, L. Büttikofer\textsuperscript{n}, J. Calvén\textsuperscript{i}, J. M. R. Cardoso\textsuperscript{f}
M. Cervantes\textsuperscript{o}, D. Cichon\textsuperscript{l}, D. Coderre\textsuperscript{n}, A. P. Colijn\textsuperscript{b}
J. Conrad\textsuperscript{i}, J. P. Cussonneau\textsuperscript{p}, M. P. Decowski\textsuperscript{b}, P. de Perio\textsuperscript{a}, P. Di Gangi\textsuperscript{d}
A. Di Giovanni\textsuperscript{g}, S. Diglio\textsuperscript{p}, G. Eurin\textsuperscript{l}, J. Fei\textsuperscript{q}, A. D. Ferella\textsuperscript{i}
A. Fieguth\textsuperscript{r}, W. Fulgione\textsuperscript{c,s}, A. Gallo Rosso\textsuperscript{c}, M. Galloway\textsuperscript{h}, F. Gao\textsuperscript{a}
M. Garbini\textsuperscript{d}, C. Geis\textsuperscript{e}, L. W. Goetzke\textsuperscript{a}, L. Grandi\textsuperscript{t}, Z. Greene\textsuperscript{a}
C. Grignon\textsuperscript{e}, C. Hasterok\textsuperscript{l}, E. Hogenbirk\textsuperscript{b}, R. Itay\textsuperscript{m}, B. Kaminsky\textsuperscript{n}
S. Kazama\textsuperscript{h}, G. Kessler\textsuperscript{h}, A. Kish\textsuperscript{h}, H. Landsman\textsuperscript{m}, R. F. Lang\textsuperscript{o}
D. Lellouch\textsuperscript{m}, L. Levinson\textsuperscript{m}, Q. Lin\textsuperscript{a}, S. Lindemann\textsuperscript{nl}
M. Lindner\textsuperscript{l}, F. Lombardi\textsuperscript{q}, J. A. M. Lopes\textsuperscript{f}, A. Manfredini\textsuperscript{m}, I. Maris\textsuperscript{g}
T. Marrodán Undagoitia\textsuperscript{l}, J. Masbou\textsuperscript{p}, F. V. Massoli\textsuperscript{d}
D. Masson\textsuperscript{o}, D. Mayani\textsuperscript{h}, M. Messin\textsuperscript{a}, K. Micheneau\textsuperscript{p}
A. Molinario\textsuperscript{c}, K. Morå\textsuperscript{i}, M. Murra\textsuperscript{r}, J. Naganoma\textsuperscript{v}, K. Ni\textsuperscript{q}
U. Oberlack\textsuperscript{e}, P. Pakarha\textsuperscript{h}, B. Pelssers\textsuperscript{i}, R. Persiani\textsuperscript{p}
F. Piasta\textsuperscript{h}, J. Pienaar\textsuperscript{to}, V. Pizzella\textsuperscript{l}, M.-C. Piro\textsuperscript{k}, G. Plante\textsuperscript{a}
N. Priel\textsuperscript{m}, D. Ramírez García\textsuperscript{ne}, L. Rauch\textsuperscript{l}
S. Reichard\textsuperscript{oh}, C. Reuter\textsuperscript{o}, A. Rizzo\textsuperscript{a}, N. Rupp\textsuperscript{l}, R. Saldanha\textsuperscript{t}
J. M. F. dos Santos\textsuperscript{f}, G. Sartorelli\textsuperscript{d}, M. Scheibell\textsuperscript{e}
S. Schindler\textsuperscript{e}, J. Schreiner\textsuperscript{l}, M. Schumann\textsuperscript{n}, L. Scotto Lavina\textsuperscript{u}
M. Selvì\textsuperscript{d}, P. Shagin\textsuperscript{v}, E. Shockley\textsuperscript{t}, M. Silva\textsuperscript{f}
H. Simgen\textsuperscript{l}, M. v. Sivers\textsuperscript{n}, A. Stein\textsuperscript{w}, D. Thers\textsuperscript{p}
A. Tisenib, G. Trincheros, C. Tunnellt, M. Vargasr
H. Wangw, Z. Wangc, Y. Weiqh, C. Weinheimer r
C. Wittwegr, J. Wulfh, J. Yeq, Y. Zhang.a (The XENON Collaboration)

aPhysics Department, Columbia University, New York, NY 10027, USA
bNikhef and the University of Amsterdam, Science Park, 1098XG Amsterdam, Netherlands
cINFN-Laboratori Nazionali del Gran Sasso and Gran Sasso Science Institute, 67100 L’Aquila, Italy
dDepartment of Physics and Astrophysics, University of Bologna and INFN-Bologna, 40126 Bologna, Italy
eInstitut für Physik & Exzellenzcluster PRISMA, Johannes Gutenberg-Universität Mainz, 55099 Mainz, Germany
fLIBPhys, Department of Physics, University of Coimbra, 3004-516 Coimbra, Portugal
gNew York University Abu Dhabi, Abu Dhabi, United Arab Emirates
hPhysik-Institut, University of Zurich, 8057 Zurich, Switzerland
iOskar Klein Centre, Department of Physics, Stockholm University, AlbaNova, Stockholm SE-10691, Sweden
kDepartment of Physics, Applied Physics and Astronomy, Rensselaer Polytechnic Institute, Troy, NY 12180, USA
lMax-Planck-Institut für Kernphysik, 69117 Heidelberg, Germany
mDepartment of Particle Physics and Astrophysics, Weizmann Institute of Science, Rehovot 7610001, Israel
nPhysikalisches Institut, Universität Freiburg, 79104 Freiburg, Germany
oDepartment of Physics and Astronomy, Purdue University, West Lafayette, IN 47907, USA
PSUBATECH, IMT Atlantique, CNRS/IN2P3, Université de Nantes, Nantes 44307, France
qDepartment of Physics, University of California, San Diego, CA 92093, USA
rInstitut für Kernphysik, Westfälische Wilhelms-Universität Münster, 48149 Münster, Germany
sINFN-Torino and Osservatorio Astrofisico di Torino, 10125 Torino, Italy
tDepartment of Physics & Kavli Institute of Cosmological Physics, University of Chicago, Chicago, IL 60637, USA
uLPNHE, Université Pierre et Marie Curie, Université Paris Diderot, CNRS/IN2P3, Paris 75252, France
vDepartment of Physics and Astronomy, Rice University, Houston, TX 77005, USA
wPhysics & Astronomy Department, University of California, Los Angeles, CA 90095, USA

*Spokesperson
Abstract

During 2017, the XENON collaboration continued their strong scientific program in the search for dark matter particles. Analysis of data from the XENON100 detector was concluded with final analyses being published. A first analysis of data from the XENON1T experiment yielded world-best limits on WIMP-nucleus cross-sections and was published in Physical Review Letters. Data taking with XENON1T continued throughout the entire year to improve the sensitivity to rare events even further. In parallel to analyzing XENON1T data, the collaboration also refined the design of the upgrade XENONnT which will start in 2018.

1 Introduction

The XENON collaboration operates a series of experiments at the Gran Sasso laboratory to search for dark matter particles in our Milky Way and for interactions from other rare processes. The experiments use dual-phase liquid xenon time-projection chambers (TPCs) which are particularly well-suited to search for one of the most compelling dark matter candidate particle, the Weakly Interacting Massive Particle (WIMP), covering a broad range of parameters. Starting with the XENON10 experiment more than a decade ago, the collaboration has successively built a series of larger and more sensitive detectors. The XENON100 experiment was the worlds most sensitive direct detection dark matter experiment for a number of years. The results from final data analyses using data from XENON100 were published in 2017. After about three years of construction, first data from the successor XENON1T experiment was taken until an earthquake in early 2017 briefly interrupted data taking. This first data was subsequently analyzed and published, again resulting in world-best limits on the WIMP-nucleon cross-section. Data taking swiftly resumed and continued in stable background data taking mode throughout the year, interleaved only by various calibration campaigns. Results from this data will be published in 2018. In parallel to the XENON1T operations and data analysis effort, the design of a rapid upgrade called XENONnT was progressing well and will enable to improve the sensitivity of this experiment by yet another order of magnitude, starting in 2019.

2 The XENON Collaboration

The XENON collaboration grew again and now counts more than 160 members from 27 institutions. The collaboration was strengthened with the addition of the LAL group, led by Dr. Carla Macolino, the INFN-Napoli group led by Prof. Michele Iacovacci, and Prof. Guido Zavattini from INFN-Ferrara. Key members of the Japanese XMASS collaboration have joined the XENON collaboration and will contribute to the realization of the XENONnT upgrade. In particular groups joined from the University of Tokyo, led by Prof. Shigetaka Moriyama and Prof. Kai Martens, from Nagoya University, led by Prof. Yoshitaka Itow, and from Kobe University, led by Prof. Kentaro Miuchi.

3 XENON100

The XENON collaboration continued to analyze data from the XENON100 experiment in the context of various dark matter models. Dedicated publications describe analyses and results in the search for bosonic super-WIMPs, magnetic inelastic dark matter, and for WIMPs scattering inelastically off the xenon target. Another publication interprets the results from XENON100 in the context of dark matter effective field theories. Further publications include an analysis of
the discrimination of electronic and nuclear recoils in liquid xenon, as well as a paper describing the intrinsic background in this experiment that is due to Radon and Krypton. Data taking with XENON100 has since ceased and the experiment is mostly decommissioned, but not before the collaboration could use this detector to demonstrate the online removal of radon using a dedicated cryogenic distillation setup.

4 First Results from XENON1T

A description of the XENON1T experimental setup was published in the European Physics Journal, and more detail on the careful screening and selection of construction materials was given in a dedicated publication. The 2017 highlight from the XENON1T collaboration certainly was the publication of the first dark matter search results using this new detector, in Physical Review Letters. This publication was a cumulation of several months of analysis work by a large team of graduate students and postdocs from the XENON collaboration.

The dark matter analysis was performed as a blind analysis, where the signal region was inaccessible to the analysts up until the final stages. This analysis not only demonstrated that the full experiment, from its hardware to the data analysis chain, met the design requirements, but also that the data coming from the detector is of very high quality. As expected, no WIMPs were found in this initial 34.2-day Science Run 0 data-set, spanning the data taking period from November 2016 up to the January 18, 2017 earthquake. With a fiducial mass of 1042 kg, the exposure was sufficient for XENON1T to become the most sensitive direct detection dark matter detector in the world and allowed the collaboration to set stringent dark matter limits. In the
Figure 2: The spin-independent WIMP-nucleon cross section limits derived from XENON1T Science Run 0 as a function of WIMP mass at 90% confidence level (black). In green and yellow are the 1- and 2 sigma sensitivity bands. Results from LUX (red), PandaX-II (brown), and XENON100 (gray) are shown for reference.

[5 to 40] keV$_{nr}$ energy range that is of interest for WIMP dark matter searches, the detector shows an unprecedented low background of $(1.93 \pm 0.25) \times 10^4$ events/(kg$\times$day$\times$keV$_{ee}$). These first exclusion limits on the spin-independent WIMP-nucleon interaction cross section have a minimum of $7.7 \times 10^{47}$ cm$^2$ for a 35-GeV WIMP, at 90% confidence level.

5 Continued Data Taking with XENON1T

The XENON collaboration continued acquiring data with XENON1T throughout 2017. Most of the data was background data that is used to search for signals from dark matter and other rare events. Other data include various calibration campaigns. Those include internal radioactive sources that are mixed directly in the liquid xenon, to monitor for example the purity of the target and stability of the detector.

6 Novel Neutron Calibration

Another first for the Gran Sasso lab in 2017 was the operation of a deuterium-deuterium plasma fusion generator as a neutron calibration source for the XENON1T experiment. Neutrons with energies between 2.2 MeV and 2.7 MeV are produced by the generator, but in contrast to the other neutron sources usually used in the Gran Sasso lab, here, the neutron flux can be tuned to the desired value by adjusting the generator voltage and current, and thus can be completely turned off. This new source has great benefits for operation in a low-radioactivity underground laboratory such as LNGS. The particular generator was modified by the manufacturer to achieve
Figure 3: XENON1T started science data-taking in October 2016 and continued until January 18, 2017 when a magnitude 5.7 earthquake temporarily disrupted detector operation. After a brief down time, the detector resumed science data taking on February 2, 2017 and continued until February 24, 2018, marking over one year of stable science data. The detector usually collects data in dark matter search mode, but also requires calibration data where the detector response is measured given a known particle type at a known energy. The calibration periods are indicated by colored boxes indicating data collected in the presence of various sources. The blue line is the accumulated dark matter exposure versus real time.

stable operation conditions even at very low emission rates of about 10 neutrons per second. The generator is operated directly inside the water tank of XENON1T, adjacent to its cryostat. The water-shield of at least 5 m in all directions reduces the neutron flux by a factor of $10^5$ to completely negligible levels outside of the water tank.
Figure 4: The energy spectrum recorded by XENON1T. The small portion of data in the very left of the plot next to the first grey-shaded region is relevant to the standard dark matter search due to the low expected energy depositions. The following grey region is blinded, which means it has deliberately been made inaccessible to the analyzers, since it might contain traces of a rare nuclear decay of xenon-124 that has not been observed until now. The large region from about 100-2300 keV contains multiple peaks from mono-energetic $\gamma$-lines of radioactive isotopes contained in the detector materials. The peaks are sitting on a continuous pedestal which is created by $\gamma$-rays depositing only part of their total energy due to Compton scattering inside or outside the detector, $\beta$ decays of radioisotopes inside the detector, and the two-neutrino double $\beta$-decay of xenon-136. The latter produces a continuous energy spectrum over the whole energy range that ends at 2458 keV. The decay is rare, but becomes relevant due to the large amount of the xenon-136 isotope in the detector and the relative smallness of other background contributions. Xenon-136 is also responsible for the second gray-shaded region at high energies which might contain an experimental signature of the neutrinoless double $\beta$-decay of this isotope. The observation of this decay would be a gateway to new physics and complements the physics program of XENON1T. Overall, this measured spectrum is in excellent agreement with the design specifications and indicates the various energy ranges for a variety of science channels.
Figure 5: After collecting data for one year, all identified interactions are subjected to several selection requirements in order to suppress known sources of non-physical background and poorly reconstructed events. These plots show the remaining interactions. The radon-220 calibration data shows the detector response to electronic recoils while the neutron generator data shows the response to (WIMP-like) nuclear recoils. At the time of writing, the signal region is still blinded in the background data and will only be revealed once the analysis and physical interpretations are fixed.
7 Reduction of Radioactive Backgrounds

Using the principle of cryogenic distillation, the concentration of natural krypton in the liquid xenon was reduced while the detector was in operation. This reduced the $^{nat}$Kr concentration from $(2.60 \pm 0.05)$ ppt [mol/mol] at the beginning of Science Run 0 to $(0.36 \pm 0.06)$ ppt one month after the end of it. This makes the intrinsic background in XENON1T that can be attributed to the krypton-85 isotope completely subdominant and pushes it even below the electronic recoil signal that is expected from solar neutrinos. The background rate from lead-214, itself a daughter of the radon-222 decay chain, was $(0.8 - 1.9) \times 10^4$ events/(kg×day×keV_{ee}) in the low-energy range that is of interest for WIMP searches. These bounds were set using in-situ alpha-spectroscopy on polonium-218 and polonium-214 isotopes. The radon-222 concentration was reduced by 20% using the krypton distillation column in inverse mode, as described in a dedicated publication. The measured radon-222 concentration of 10 µBq matches the design expectations of XENON1T, as assumed in the original sensitivity predictions for XENON1T.

8 XENONnT

The preparation of the XENONnT upgrade, aiming at a factor 10 improvement in sensitivity compared to XENON1T, was ongoing throughout 2017. A series of milestones was reached during 2017, including the delivery of all Hamamatsu R11410-21 photomultiplier tubes needed for the upgrade, as well as the procurement of the total of 8000 kg of Xenon gas. Most of the required low-background materials have been identified using the screening facilities of the collaboration, and additional electronics was purchased as well, allowing for the construction of this upgrade to start in 2018.

9 Conclusions

The XENON project continues to set standards for the field of direct dark matter detection, both in terms of analysis innovations and its unprecedented sensitivity. With the XENON1T experiment at the Gran Sasso lab, the collaboration now again operates the most sensitive search for WIMP dark matter. With its analyses and detectors, the collaboration thus operates at the forefront of the quest to unravel one of the most pressing questions in contemporary physics: What is our universe made of?

10 List of Publications


Abstract

The Pierre Auger Project is an international Collaboration involving about 450 scientists from 16 countries, with the objective of studying the highest energy cosmic rays. Recent results from the Collaboration as well as further developments in the detector are presented in this report.
1 Introduction

Ultra-high energy cosmic rays are of intrinsic interest as their origin and nature are unknown. It is quite unclear where and how particles as energetic as \( \approx 10^{20} \text{ eV} \) are accelerated. Over 40 years ago it was pointed out that if the highest energy particles are protons then a fall in the flux above an energy of about \( 4 \times 10^{19} \text{ eV} \) is expected because of energy losses by the protons as they propagate from distant sources through the photon background radiation. At the highest energies the key process is photo-pion production in which the proton loses part of its energy in each creation of a \( \Delta \) resonance. This is the Greisen–Zatsepin–Kuzmin (GZK) effect. It follows that at \( 10^{20} \text{ eV} \) any proton observed must have come from within about 50 Mpc and on this distance scale the deflections by intervening magnetic fields in the galaxy and intergalactic space are expected to be so small that point sources should be observed. If nuclei are propagated from sources their photo-disintegration in the photon background field plays a role similar to the GZK effect in the depletion of the flux above \( 10^{20} \text{ eV} \) and the limitation of the CR horizon, but the angular correlation with the sources is expected weaker because of the higher charges. 3 \times 9'' hemispherical photomultipliers. The fluorescence detectors (FD) are designed to record the faint ultra-violet light emitted as the shower traverses the atmosphere. Each telescope images a portion of the sky of 30\° in azimuth and 1\°–30\° in elevation using a spherical mirror of 3 m\(^2\) effective area to focus light on to a camera of 440 \times 18 cm\(^2\) hexagonal pixels, made of photomultipliers complemented with light collectors, each with a field of view of 1.5\° diameter. 3 High Elevation Auger Telescopes (HEAT) located at one of the fluorescence sites are dedicated to the fluorescence observation of lower energy showers. The Observatory also comprises a sub array of 124 radio sensors (AERA, Auger Engineering Radio Array) working in the MHz range and covering 6 km\(^2\), a sub Array of 61 radio sensors (EASIER, Extensive Air Shower Identification with Electron Radiometer) working in the GHz range and covering 100 km\(^2\), and two GHz imaging radio telescopes AMBER and MIDAS. A review of main results from the Pierre Auger Observatory is presented with a particular focus on the energy spectrum measurements, the mass composition studies, the arrival directions analyses and the search for neutral cosmic messengers. The measurement of the energy spectrum of UHECRs, the inference on their mass composition and the analysis of their arrival directions bring different information, complementary and supplementary one to the other, with respect to their origin. Despite the results reached by Auger, the understanding of the nature of UHECRs and of their origin remains an open science case that the Auger collaboration is planning to address with the AugerPrime project [2] to upgrade the Observatory.

2 Recent results from the Pierre Auger Observatory

2.1 Cosmic Ray Spectrum measurements

The measurement of the flux of UHECRs has been one of the first outcomes of Auger data [3, 4, 5]. Two spectral features have been established beyond doubt: the hardening in the spectrum at about \( 5 \times 10^{18} \text{ eV} \) (the so-called ankle), and a strong suppression of the flux at the highest energies, starting at about \( 4 \times 10^{19} \text{ eV} \). The all-particle flux of cosmic rays presented at ICRC 2017 [6] is an update of such measurement, being based on an exposure exceeding 67,000 km\(^2\) sr yr, accumulated since January 2004 until December 2016. Four independent energy spectra (Fig. 1, left) are obtained: two data sets from the SD-1500 m, respectively vertical and horizontal (zenith angles above 60\°) events; one from the SD-750 m; the last one from events detected by the FD simultaneously with at least one detector of the SD 1500. The SD-1500 m vertical data
are crucial above the energy of full trigger efficiency of $3 \times 10^{18}$ eV up to the highest energies, with horizontal events contributing above $4 \times 10^{18}$ eV and providing an independent measurement in this energy range. Data from the SD-750 m allow for the determination of the energy spectrum down to $10^{17}$ eV. Hybrid data bridge those from the two SDs, between $10^{18}$ eV and $10^{19.6}$ eV. The four spectra, in agreement within uncertainties, are combined into a unique one (Fig. 1, right) through a likelihood function defined in such a way to fit all the data sets globally. The result is emblematic of the power of using multiple detectors.

The evident features are quantified by fitting a model that describes the spectrum with two power-laws around the ankle, the second of which includes a smooth suppression at the highest energies. The ankle is found to be at $E_{\text{ankle}} = (5.08 \pm 0.06 \pm 0.8) \times 10^{18}$ eV. The spectral slope below the ankle is $\gamma_1 = 3.293 \pm 0.002 \pm 0.05$, and above the ankle is $\gamma_2 = 2.53 \pm 0.02 \pm 0.1$. The energy at which the integral spectrum drops by a factor of two below what would be the expected with no steepening is $E_{1/2} = (22.6 \pm 0.8 \pm 4.0) \times 10^{18}$ eV. The obtained parameters are in good agreement with those previously shown in [7].

### 2.2 Mass composition studies

The composition of cosmic rays in the energy range of 0.1 to 1 EeV is the key for identifying a possible transition from galactic to extra-galactic sources and for understanding the features in the energy spectrum, such as the ankle and the flux suppression. This study has been addressed by the Collaboration through the measurement of the depth of the shower maximum, $X_{\text{max}}$, one of the most robust mass-sensitive EAS observables. The measurement published in [8] (relying on hybrid events above $10^{17.8}$ eV collected by the standard FD telescopes) has been extended in [9] down to $10^{17.2}$ eV using data collected with HEAT in coincidence with the closest FD, Coihueco (so-called HeCo data set) and updated in the last ICRC conference [10].

The determination of the primary composition is performed by comparing the measured $X_{\text{max}}$ distributions of EAS with expectations according to high energy hadronic interaction models. The analysis is based on a selected set of hybrid events, recorded during stable runs and good atmospheric conditions. In addition to these selection criteria a set of fiducial FoV cuts are applied to reduce to a minimum the detector effects in the sampled Xmax distributions. The total number of events that passed all cuts (quality and FoV cuts) is 16778 and 25688 for

![Figure 1: Left: The four energy spectra derived from SD and hybrid data. The systematic uncertainty on the energy scale is 14%. Right: The combined energy spectrum, fitted with a flux model and the related fitting parameters (see text). As in the left panel, only statistical uncertainties are shown. Images from [6].](image-url)
HeCo and Standard-FD data sets respectively.

The resulting $\langle X_{\text{max}} \rangle$ and $\sigma(X_{\text{max}})$ is shown in Fig. 2, left and right, respectively, as a function of energy. Data are confronted to simulations, for proton and iron primaries, performed using three hadronic interaction models that were found to agree with recent LHC data. Between $10^{17.2}$ and $10^{18.3}$ eV, $\langle X_{\text{max}} \rangle$ increases by around $(79 \pm 1) \text{ g cm}^{-2}$ per decade of energy; around $10^{18.3}$ eV, the rate of change of $\langle X_{\text{max}} \rangle$ becomes significantly smaller ($(26 \pm 2) \text{ g cm}^{-2}/\text{decade}$). These two values, consistent with those found with FD data alone [8], allow to extend the inferences on the evolution of the average mass composition down to $10^{17}$ eV. As the first value is larger than the one expected for a constant mass composition ($\sim 60 \text{ g cm}^{-2}/\text{decade}$), it indicates that the mean primary mass is getting lighter all the way from $10^{17}$ to $10^{18.3}$ eV. Above this energy, the trend inverts and the composition becomes heavier. The fluctuations of $X_{\text{max}}$ start to decrease above the same energy $\sim 10^{18.3}$ eV, being rather constant below.

### 2.3 Photons and neutrinos diffuse search

Both neutrinos and photons are sought for in the flux of UHECRs detected by Auger. The neutrino search is performed by studying very inclined showers and earth-skimming ones [11]. The criteria are based on the characteristics expected for “young” showers initiated by neutrinos, developing deeper in the atmosphere, compared to “old” ones from inclined hadronic showers, having their electromagnetic component fully absorbed before reaching the detectors. Also photon showers develop deep in the atmosphere, but a key difference is the lower average number of muons in photon-induced air showers compared to those initiated by hadrons of the same primary energy.

SD events on the one hand, and hybrid events on the other hand have been analyzed, to cover the energy range above 1 EeV. Assuming a differential flux $dN(E) = kE^2$ for both neutrinos and photons, stringent upper limits to their flux can be derived. The Auger limits on neutrinos (Fig.3 left panel) outperform those from IceCube and ANITA, and also the Waxman-Bahcall limit; in

![Figure 2: The mean (left) and the standard deviation (right) of the measured $X_{\text{max}}$ distributions as a function of energy compared to air-shower simulations for proton and iron primaries. Images from [10].](image-url)
the range $10^{17} - 10^{19}$ eV they are challenging the contribution from cosmogenic-neutrino models [12]. The limits to the integral photon flux are shown in Fig.3 right panel. So far, the extensive searches for UHE photons at the Pierre Auger Observatory have not yielded an unambiguous detection, but the upper limits on the diffuse flux of photons presented in [13] are the most stringent limits to date, severely constraining top-down models for the origin of UHE cosmic rays.

2.4 Targeted search of neutrinos

The detection of gravitational waves started by the Advanced Ligo Collaboration has triggered a targeted search for coincidence events that would complement these observations. Even if the directionality of the neutrino exposure makes the effectivity of the search quite dependent on the event position, an upper bound to the flux of UHE neutrinos and on the related energy budget can be obtained. These limits help to constrain all kinds of models as part of a multi-messenger approach.

A search [12] has been made for EeV events in the data collected with the Observatory and correlated in time and position with gravitational wave events. In particular, on 2017 August 17 a binary neutron star coalescence candidate (later designated GW170817) was observed through gravitational waves by the Advanced LIGO and Advanced Virgo detectors [14]. Subsequently, ultra-violet, optical, and infrared emission was observed from the merger, consistent with kilonova/macronova emission.

Auger performed a search for UHE neutrinos with its SD in a time window of ±500 s centered at the merger time of GW170817, as well as in a 14-day period after it. Remarkably, the position of the optical counterpart was visible from Auger in the field of view of the Earth-skimming channel during the whole ±500 s window as shown in Fig. 4. Inclined showers passing the Earth-skimming selection (neutrino candidates) were not found in this time window, nor in the 14-day period. However, the absence of candidates allows to constrain the fluence in UHE neutrinos from GW170817 (reported in [15]), assuming they are emitted steadily and with an $E^{-2}$ spectrum.

Figure 3: Left: Integral upper limit (at 90% C.L.) for a diffuse neutrino flux, given as a normalization (straight red line) and differential upper limit (see [12] for details). Right: Upper limits on the integral photon flux (95% C.L.) (see [13] for details).
2.5 Anisotropy searches

Besides the measurement of the cosmic ray spectrum and the determination of the primary composition, the analysis of the arrival direction distribution provides a crucial handle for the studies about the origin and nature of the ultra-high energy cosmic rays. It is difficult to locate the sources of cosmic rays, as they are charged particles and thus interact with the

Figure 4: Localizations and sensitive sky areas at the time of the event GW170817 in equatorial coordinates: GW 90% credible-level localization (red contour), direction of NGC 4993 optical counterpart (black plus symbol), directions of IceCubes and ANTARESs neutrino candidates within 500 s of the merger (green crosses and blue diamonds, respectively), ANTARESs horizon separating down-going (north of horizon) and up-going (south of horizon) neutrino directions (dashed blue line), and Augers fields of view for Earth-skimming (darker blue) and down-going (lighter blue) directions. Image from [15].

Figure 5: Sky map in equatorial coordinates, using a Hammer projection, of the cosmic-ray flux above 8 EeV smoothed with a 45° top-hat function. The Galactic center is marked with an asterisk and the Galactic plane is shown by a dashed line. Image from [21].
magnetic fields in our galaxy and the intergalactic medium that lies between the sources and Earth. However, even if particles from individual sources are strongly deflected, it remains possible that anisotropies in the distribution of their arrival directions will be detectable on large angular scales. Previous large-scale studies [16, 17, 18, 19] have been performed down to the lowest energies accessible by the Observatory ($\sim 10^{16}$ eV). Nevertheless, the updated analysis [20, 21] considers showers with energies above 4 EeV, in particular the bins $4 \text{ EeV} < E < 8 \text{ EeV}$ and $E \geq 8 \text{ EeV}$ (median energies 5.0 EeV and 11.5 EeV). The standard approach to study the distribution at large angular scales of the arrival directions is to perform a harmonic analysis over the distributions in right ascension ($\alpha$) and in the azimuthal angle ($\phi$). In fact, in the presence of a three-dimensional dipole, the analysis in right ascension is sensitive only to its component orthogonal to the rotation axis of Earth. Instead, the dipole component in the direction of the rotation axis of Earth induces a modulation in the azimuthal distribution of the arrival directions at the array.

For $4 \text{ EeV} < E < 8 \text{ EeV}$, the dipole amplitude is again not statistically significant. For energies above 8 EeV, the total dipole amplitude is $d = 6.5^{+1.3}_{-0.9}\%$ pointing toward $(l, b) = (233^\circ, 13^\circ)$ in Galactic coordinates. This dipolar pattern can be clearly seen in the flux map in Fig. 5. To establish whether the departures from a perfect dipole are just statistical fluctuations or indicate the presence of additional structures at smaller angular scales would require at least twice as the events selected for this analysis.

By comparing the results in [21] with phenomenological predictions, the magnitude and direction of the anisotropy support the hypothesis of an extragalactic origin for the highest-energy cosmic rays, rather than sources within the Galaxy. In general, models proposing a Galactic origin up to the highest observed energies are in increasing tension with observations. In this sense, the constraint obtained here on the dipole amplitude for $4 \text{ EeV} < E < 8 \text{ EeV}$ further disfavors a predominantly Galactic origin. This tension could be alleviated if cosmic rays at a few EeV were dominated by heavy nuclei such as iron, but this would be in disagreement with the lighter composition inferred observationally at these energies. Furthermore, the anisotropy observed in events with $E \geq 8 \text{ EeV}$ is better explained in terms of an extragalactic origin, since the direction of the three-dimensional dipole determined above 8 EeV lies $\sim 125^\circ$ from the Galactic center. Finally, above 40 EeV, where the propagation should become less diffusive, there are no indications of anisotropies associated with either the Galactic center or the Galactic plane.

3 The Pierre Auger Observatory Upgrade: AugerPrime

To answer many questions still open in the UHECR field, the Observatory has started a major upgrade, called AugerPrime [2]. The main goal of AugerPrime is to improve the mass composition sensitivity of the surface detectors to explore energies above $10^{19}$ eV where the fluorescence detector is not adequate due to its limited duty cycle ($\sim 15\%$).

The upgrade program will include more powerful SD electronics, an extension of the dynamic range with an additional PMT installed in the water-Cherenkov detectors and above-all the installation of a new detector above each of the existing tanks. This Surface Scintillator Detector (SSD) consists of a plane of plastic scintillator (a box of area $3.8 \text{ m} \times 1.3 \text{ m}$) that will be triggered by the larger WCD below it (Fig. 6).

A thin scintillation detector, which is mounted above the larger WCD, provides a robust and well-understood scheme for particle detection that is sufficiently complementary to the water-
Cherenkov technique and permits a good measurement of the density of muons. The availability of muon information on an event-by-event basis will permit an estimation of the primary mass and also the selection of a sub-sample of events in the cutoff region enriched with light elements, increasing the capacity of the Observatory to identify potential sources of UHECRs.

The first twelve stations of AugerPrime were assembled in Europe and deployed at the Pierre Auger Observatory in September 2016 [22]. This Engineering Array has been in continuous data taking mode since begin of October 2016 and has collected more than 30000 local triggers. In this way the performance of the upgraded stations has been monitored, producing signals that are in good agreement with expectations.

4 Activity of the L’Aquila–Gran Sasso Group

The activity of the group proceed in the following main lines:

- Development of a Monte Carlo code (*SimProp*) for the propagation of UHECR nuclei in extragalactic space, and its use for the study of physical observables [23].

- Development and operation of the Raman Lidar system for an enhanced atmospheric test beam within the Pierre Auger Observatory.

- Study of Lorentz invariance violation from the point of view of the effects on UHECR propagation and interactions of particles in atmosphere [24].

- Development of an updated air shower reconstruction procedure based on the paradigm of air shower Universality [25, 26].

- Participation to the Auger-Telescope Array joint Spectrum working group.

4.1 Talks

- F. Salamida for the Pierre Auger Collaboration, “Highlights from the Pierre Auger Observatory”, PSF2017, 10-14 July 2017, Trieste, Italy

Figure 6: Left: the layout of the Surface Scintillator Detector (SSD); Right: One station of the AugerPrime Engineering Array. Image from [22].
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Abstract

Deep underground laboratories (DULs), originally created to host particle, astroparticle or nuclear physics experiments, are increasingly used for underground biology experiments. Among these DULs is the Gran Sasso National Laboratory (LNGS), where the majority of radiobiological data have been collected so far. Here we focus on the recent results obtained using the model system \textit{Drosophila melanogaster}, which provided the first evidence at the organism level of the influence of the radiation environment in modulating life span, fertility and response to genotoxic stress. In particular, we describe the results of the first experiments aimed at understanding the molecular mechanisms underlying these effects. We also report on the status of the physical characterization of the radiation field in the different experimental sites.

1 Introduction

The limited understanding of the biological effects induced by ionizing radiation at low dose/dose rate continues to be the major challenge in predicting radiation risk to human health. Several \textit{in vitro} radiobiological studies have been performed at Gran Sasso National Laboratory (LNGS) in order to increase the knowledge in this research area [1-6]. The overall message derived from these studies is that environmental radiation is necessary to trigger mechanisms that increase the ability to respond to stress. Recently, we obtained the first evidence of a differential response below and above ground at the organism level using the fruit fly \textit{Drosophila melanogaster} as a model organism. We have reported a comparative data set on lifespan, fertility and response
to genotoxic stress in different Drosophila strains that were raised in parallel at the Gran Sasso National Laboratory (LNGS) and in the reference laboratory at LAquila University [7]. Our study has shown that the permanence in a strongly reduced radiation environment can indeed affect Drosophila development and, depending on the genetic background, may affect viability for several generations even when flies are moved back to the reference radiation environment. Of further relevance is that changes in Drosophila growth and development are observed as soon as after 2 weeks of permanence underground, giving suggestions for possible mechanisms involved.

2 The FLYINGLOW project

A few years ago, in the framework of a collaboration between INFN, ISS, Rome University and Centro Fermi, we launched the FLYINGLOW project, a research program meant to determine whether the LNGS underground environment could affect different life parameters associated with Drosophila melanogaster, a well-established model organism. The recently reported results [7] indicated that the reduction of environmental radiation affects developmental parameters of Drosophila, providing for the first time evidence of the influence of radiation background in a complex organism. We compared different developmental parameters, such as life span, fertility and motility activity, between control flies maintained for different generations at the LNGS (LRE) and at the reference Laboratory at LAquila University (RRE), located very close to the LNGS. We found that the median life span of independent populations, consecutively raised and maintained for several generations at LRE, was significantly increased with respect to that of reference (RRE) wild-type populations, indicating that reduction of natural background radiation alters the survival ratio. Interestingly, the positive effect on lifespan was observed as early as after one generation time (1015 days) and the extension rate remained constant as well, even after several generations. These results indicated that a short time of permanence underground was sufficient to obtain a significant effect on the biology of a complex organism. Moreover, this finding ruled out the possibility that this effect could be caused by potential LNGS-induced mutations that suppressed normal aging, as they would have required a much longer time to get fixed in the population. The molecular mechanisms underlying the effect on life span are still unclear. However, a comparative analysis of heterochromatin domains in body wall muscle fibers between LRE and RRE in 40-day-old adult flies provided some clues. It has been reported that heterochromatin levels, as revealed by the presence of Heterochromatin Protein 1a (HP1a) foci, in Drosophila muscular nuclei, gradually decline with aging and can account for age-related muscle degeneration (sarcopenia) [8]. Consistently, we found that HP1 localization at the chromocenter of muscular cells from 40-day-old adult flies kept at RRE, was dramatically reduced with respect to those from young adult flies (Fig. 1). This finding might present an intriguing notion that LRE could prolong life span by preventing heterochromatin decline, which in turns prevents muscle fragility.

While LRE prolongs the life span, it also strongly limits the reproductive capacity of both male and female flies. Fertility tests that were performed on both wild-type Oregon male and female adults from the same generation time have indeed shown that LNGS background radiation reduces the fertility of both male and female adults by 30%. Interestingly, as with the effect on lifespan, the fertility reduction was observed in flies as soon as they were raised at the LNGS for two generations, and more importantly the rate of reduced fertility remained almost unchanged along different generations. This latter evidence excluded the possibility that the reduction in
Figure 1: Age-dependent loss of heterochromatin is prevented by low-radiation environment (LRE). Gut tissues from young (3-day-old) and old (40-day-old) reference radiation environment (RRE) female flies and from old (40-day-old) low-radiation environment (LRE) female flies were dissected and stained with anti-HP1 to visualize the heterochromatin domains and phalloidin-fluorescein to reveal the longitudinal and circular intestinal body wall muscle fibers. Note the presence of marked HP1-enriched foci in the young RRE gut, which appear more diffuse in the old RRE gut but still prominent in old LRE gut (arrows). The phalloidin staining reveals that muscle fibers in old LRE flies are indistinguishable from that of young RRE flies, whereas, as expected, their morphology appears degenerated in old RRE flies. (Morciano et al., Radiat Res in press)

fertility was a consequence of the induction of spontaneous mutations, which could eventually affect fertility progressively as the generation time increases. We can speculate that the LRE-induced decrease in fertility is related to the general effect of low-radiation background on DNA repair. Indeed, proper DNA repair plays a pivotal role in the complete execution of specific biological processes in Drosophila, including male and female meiosis [9, 10]. Thus, it is conceivable that both spermatogenesis and oogenesis may be particularly influenced by reduced radiation background. From this perspective, a prolonged lifespan extension is not quite unexpected, since it could reflect the obligate trade-off between survival and reproduction that underlies the widespread cost of reproduction [11]. Moreover, we found that flies bearing the 5190 mutant
allele in the ATM-encoding tefu gene, that are normally semilethal when homozygous (i.e., only rare adults are found at RRE), generated a number of homozygous adults was much higher (20%) than that observed at RRE (1:3%), indicating that LRE conditions positively selected the survival of flies with little ATM protein. This finding might present an intriguing notion that LRE could prolong life span by preventing heterochromatin decline, which in turns prevents muscle fragility. We observed that the frequency of tefu homozygotes remained high when LRE tefu mutant lines were moved and kept at RRE for two more generations, indicating that the LRE-induced positive selection of ATM defective flies is retained in a trans-generational manner. Given that trans-generational inheritance is mainly regulated by epigenetics mechanisms [12], it would be interesting to unravel which type of LRE-induced epigenetic change underlies the suppression of lethality of tefu homozygotes.

3 Update on the physical characterization in the different experimental sites

The dosimetric characterization of the different experimental sites is crucial for the interpretation of results. We have carried out further measurements of the gamma component in the experimental site where Drosophila lines are maintained, using thermoluminescence dosimeters, specifically TLD-700H. We found that the dose rate values due to gamma component of the radiation background inside the underground laboratory and at LAquila University are about 20nGy/h and 75nGy/h, respectively. These TLD data were confirmed by measurements carried out with Reuter Stokes and plastic scintillator (Automess). An important aspect of the experimental set up is to stabilize as much as possible the Radon concentration inside the COSMIC SILENCE facility where the biological experiments are carried out. This facility is provided with temperature, humidity and light control systems as well as with a ventilation system that supplies fresh air, continuously collected directly from the external environment. Ventilation is fundamental for the reduction of Radon in the experimental site. We increased the air exchange number and the air flow in order to bring the Radon concentration inside the COSMIC SILENCE facility close to the value of the external reference environment. We measured (10 – 20Bq/m3), i.e. a condition that allow us to conclude that Radon concentration has been stabilized at the minimum level. Besides the careful control of the environmental parameters (presence of Radon, temperature, pressure, relative humidity), the major problem when parallel underground and aboveground experiments are carried out is related to the identification of other possible systematic confounding factors. They have been widely evaluated, specifically for the different biological systems used since the beginning of our investigation. In particular, for cultured cells as well as for fruit flies, all the reagents (culture media, buffers, chemicals, ) used during the sample growth and manipulations were the same. Moreover, the same operator was in charge for all the experiments carried out with Drosophila. With this approach we are confident to minimize all the possible sources of variability that, at the best of our knowledge, can affect the experimental results.

Perspectives

The determination of whether low-radiation background could affect life and development of multicellular and complex organisms remains a high priority task in most underground laboratory agendas [13-17]. At the LNGS we have successfully started to address this complex question using Drosophila melanogaster as model system. So far our study has provided the first evidence
in organisms of how reducing normal environmental radiation could perturb basic biological processes such as lifespan and fertility and sheds more light on how normal environmental radiation variation had contribute to evolution. Our purpose is to get more insights on the physical and biological mechanisms underlying the observed effects. For radiation protection purposes, underground experiments can be nicely complemented with above ground studies at increasing dose rate. This can be done by choosing different reference sites above ground and/or using radiation facilities specifically designed for low-dose/dose-rate studies, such the LIBIS facility designed and set up at the ISS [18].
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The G-GranSasso collaboration

The GINGER (Gyroscopes IN GEneral Relativity) experiment foresees the realization of an underground-installed array of large-frame Ring Laser Gyroscopes (RLGs) aimed at measuring the rotational motion of the Earth with unprecedented sensitivity and long-term stability. The scientific target of the experiment is to investigate General Relativity phenomena, in particular the Lense-Thirring effect with a relative precision of 1%, presently not attainable by other methods.

In view of the array realization, the experiment is presently in the stage of validation of the site and of the methods. To this aim, a single RLG, called GINGERino, is in operation at LNGS and, in parallel, a smaller-size instrument, called GP-2, is running at INFN Pisa as a test-bench for implementing and assessing technical improvements.

Results acquired in 2017 are relevant for the progress of different R&D activities, ranging through performance improvements of the apparatus to refinements of the overall project in view of its challenging scientific objectives. Furthermore, the uninterrupted operation of GINGERino for over 90 days since May 2017 enabled collecting rotational motion data of great interest within the frame of geoscience.

1 Introduction

The experiment G-GranSasso is based on a heterolithic Ring Laser Gyroscope (RLG) with 3.6 m side length, called GINGERino, installed underground at LNGS. An RLG is an extremely sensitive instrument for measuring rotational motion and, at present, it provides the most accurate method for determining the absolute angular velocity in Earth based apparatus, with a noise floor on the order of $10^{-10} \text{(rad/s)}/\sqrt{Hz}$. Thanks to the underground location and the subsequent strong suppression of anthropic noise and fluctuations of the operating conditions, such as temperature and pressure, GINGERino represents a unique device for assessing the ultimate potential of RLGs.

Main goal of the experiment was to investigate the feasibility of a larger experiment called GINGER, an array of RLGs comprising a minimum of three large area gyroscopes to be installed underground, suitably oriented each other in order to measure all components of Earth rotational velocity. The scientific aim is to enable on Earth measurements of the Lense-Thirring effect at a targeted precision of 1%, presently not attainable by other methods.

Further to progressing towards GINGER, a task involving careful characterization of the RLG and the deployment of a range of technical improvements, the availability of GINGERino and its uninterrupted operation since May 2017 made possible to collect reliable data on Earth angular velocity and its variations associated with, e.g., seismic events. Owing to their sensitivity and long term stability, such data stimulate a very large interest within the frame of geoscience.

The presentation of the activities carried out in 2017 is therefore broken in different sections, addressing technical improvements, analysis of data collected in 90-day uninterrupted operation, progress towards GINGER.
2 Technical improvements

GINGERino consists of a granite slab connected at its center to a reinforced concrete structure, representing a mechanical link with the Earth. Mirrors and vacuum pipes needed to realize the RLG, as well as the HeNe discharge required for laser radiation, are mechanically connected to the granite slab realizing a heterolithic structure. The ring cavity has a square shape with 3.6 m long sides and the orientation of the RLG plane is orthogonal to the local vertical direction.

According to the general strategy of the experiment, and also accounting for the cumbersome access to the underground site, technical improvements have been realized and tested at INFN Pisa, where a smaller size RLG, called GP-2, is in operation. Main technical improvements considered in 2017 are listed here in the following, along with their progress status.

2.1 New data acquisition system and remote control

The original GINGERino relies, for data acquisition, on a National Instruments PXI system. While still in operation, and actually able to ensure uninterrupted and unattended data acquisition for more than 90 days (see the next section), the system presents several limitations. Signals pertaining to RLG operation (the Sagnac beating signal, two monobeam intensity signals for the radiation propagating clockwise and counter-clockwise in the ring, an intensity monitor for the laser discharge, looking at the plasma fluorescence) are acquired at the fast rate of 5 kHz. Environmental data (output of a 3-axis tiltmeter mounted on top of the RLG structure, temperature, eventually air pressure and flow) were expected to be acquired at the slow rate of 1 Hz, owing to the response time of the involved sensors. The slow rate acquisition showed problems of synchronization leading, for instance, to unavailable temperature data for the uninterrupted 90 day acquisition run discussed in the next section.

A new data acquisition system, based on D/A cards mounted on-board of an industrial-grade computer, has been designed, realized and tested to a large extent. It foresees accurate synchronization of a commercial Rb-clock with the pulse-per-second (PPS) signal available in the underground lab and acquisition of all environmental data channels. Fast-rate data will be acquired for redundancy on both systems, the old PXI and the new computer-based one. Once completely tested, the system will be mounted at the underground site (installation foreseen before summer 2018).

Another relevant issue that will be addressed by the new system is the remote control of the RLG operation. In the case of power failures, the present setup requires the presence of an operator for the electrical discharge of the laser to be switched-on and regulated to the very low-current regime needed for single mode operation of the source. A remotely actuated system based on a capacitive spark discharge current control has been designed and realized at INFN Pisa. The system will be also fitted to GINGERino along with the new data acquisition device.

2.2 Measurement of diagonal lengths and control of geometry

Because of its heterolithic structure, GINGERino may suffer from fluctuations of the geometry. They can affect the sensitivity, since, in a RLG, the scaling factor $k_S$ connecting the frequency of the Sagnac beat note and the angular velocity depends on area $A$ and perimeter $P$ of the ring cavity according to

$$k_S = \frac{4A}{AP} \cos \theta,$$

(1)

with $\lambda$ the laser wavelength (633 nm, in our case) and $\theta$ the angle of the rotational axis with the normal to ring plane.
While the results presented in the next section suggest that such fluctuations play an almost negligible role in long-term runs performed at the underground site, efforts in 2017 have been devoted also to project, realize and test methods for stabilizing the geometry, with the main goal to further improve sensitivity and long-term stability. The involved technique is based on the continuous monitor and feedback-control of lengths for the two ring diagonals, carried out with a metrological system referenced to a stabilized laser with a linewidth of the order of 100 kHz fwhm.

The stabilization requires the ability to displace the mirrors through piezo-electric actuators. Furthermore, a rather complex experimental setup is needed in order to produce stabilized-frequency laser radiation, to modulate it with acousto-optic and electro-optic modulators (AOM and EOM, respectively) and to distribute it to two distinct Fabry-Prot cavities aligned along the ring diagonals and using the ring mirrors. Realization and test of the system have been carried out on the GP-2 at INFN Pisa. The results will be eventually useful to further enhance long-term stability of GINGER.

![Figure 1: Overview of the setup installed in GP-2 for measuring and stabilizing the ring diagonal lengths [1]: the setup is duplicated for the two diagonals.](image)

Figure 1 [1] shows a general overview of the system. A Pound-Drever-Hall setup is used to lock the laser on the Fabry-Pérot (FP) frequency through EOM modulation, while independent locking at a higher harmonic of the FP free-spectral range allows measuring its length, i.e., the length of the ring diagonal. Actuation is then accomplished by acting on piezo-electric translators after time integration in the 10 s range, required to match with the small band-pass of the translators.

Quite interesting results have been achieved already by running GP-2 for short periods (14 hours, without and with the diagonal length control). Due to the small size of the ring cavity and to the installation in a noisy environment, strongly affected by anthropic activities and with poor temperature stabilization, GP-2 operates with a definitely worse signal-to-noise ratio than GINGERino. Nonetheless, as shown in Fig. 2, reporting the distribution of the length measurements for the two diagonals integrated over 14 hours, along with Gaussian best-fits, the
measurement accuracy was very good. In particular, the uneven length of the two diagonals was ascertained with an estimated uncertainty of 130 nm over 1 hour of measurements. Such results make active length stabilization in GINGER a very appealing perspective, worth to be further pursued.

![Figure 2: Distribution of measured lengths for the two diagonals on a measurement duration of 14 hours. Black lines represent the results of best-fit to Gaussian functions (parameters reported in the legends). The two diagonals differ each other in length for around 1.2 mm.](image)

### 2.3 Mirror quality and backscattering reduction

Quality of the cavity mirror is of paramount importance to achieve the design sensitivity on angular motion. The main issue here is the occurrence of backscattering, an effect leading to mix clockwise and counter-clockwise radiation reflected by the cavity mirrors. Mirrors used in the RLG must show extremely specific features in terms of low transmission at the operation wavelength (a few tens of ppm), in order to increase the cavity finesse, and ultra-low scattering (targeted below 5 ppm), in order to reduce spurious diffusion of light responsible for backscattering. Such a combination of properties is quite uncommon in optics and, further to making challenging the search for suitable mirrors, imposes care in designing and realizing suitable quantitative testing procedures.

To this aim, the test setup already installed in the clean room of INFN Pisa, as required for avoiding fast surface contamination of the reflecting surfaces, has been used to assess the properties of batches of mirrors coming from different providers. The setup enables ringdown measurements on a test cavity, leading to an accuracy estimated on the order of a few ppm in both scattering and transmission data. Replacement of the cavity mirror of GINGERino, already planned for 2018, will be accomplished as soon as mirrors with the required optical properties will be available.

As far as issues related to mirrors are concerned, in 2017 collaborations have been initiated with scientific groups suffering from similar issues while being involved in different experiments. In particular the proposal for a joint PhD (“Doctorate in co-tutelle”) has been filed with Université Paul Sabatier and LNCMI/CNRS, Toulouse, aimed at modeling effects played by the eventual birefringence (differential reflectivity for different polarization components) and at understanding the physical mechanisms leading to mirror imperfections at the local scale.

Backscattering can obviously stem from any unwanted reflection from in-cavity components. Since the discharge for laser operation takes place inside a pyrex capillary (4 mm diameter), contributions to backscattering can also come from diffusion of the laser light by the edge of the capillary. According to simulations, the problem can in principle be mitigated by placing
small-diameter irises in the optical path, in both clockwise and counter-clockwise radiation, in order to suppress spurious reflection and diffusion of light. During 2017, a setup for iris mounting featuring in-vacuum adjustment of position and size has been designed and the relevant vacuum-compatible components purchased. Installation will be obviously made on the GP-2 apparatus and the operation will be carefully assessed prior to validating the use of the designed system with GINGERino.

3 Long-term uninterrupted operation

During 2017, GINGERino has been in continuous, uninterrupted and unattended operation for a long period, amounting to more than 90 days. Moreover, the duty-cycle of the measurements was very large (above 95% of the total operation time) if compared with typical performance of other large-frame RLGs in the world (e.g., “G” at Wetzell and ROMY at LMU, Germany).

Figure 3 [2] shows the Sagnac frequency measured in the whole period.

![Sagnac frequency measured during the uninterrupted operation of GINGERino starting on May 2017](image)

Figure 3: Sagnac frequency measured during the uninterrupted operation of GINGERino starting on May 2017 [2]. The frequency is centered around the ≈ 280 Hz value in agreement with the design of the RLG.

Having a data set extending over a long period is extremely relevant for various motivations. First of all, this is a demonstration of the long term stability of the apparatus, which cannot be otherwise ascertained. Moreover, such a long term stability is significant for assessing the operation of the RLG as a sensor for Earth rotational motion in the ultra-low frequency range. Presently, data relevant within this frame, for instance the evaluation of the “Length Of Day” (LOD), are determined via indirect observations, such as the Very Large Base Interferometer (VLBI) network, and made available to the scientific community at a very low rate after data processing. On the contrary, RLG data can be acquired continuously and the information evaluated right after a fast and simple data analysis procedure.

Neglecting relativistic corrections (de Sitter and Lense-Thirring precession terms), the Sagnac beating frequency $f_S$ measured by a single RLG is proportional to the projection along the ring normal of the actual rotation velocity $\Omega$ at the site of the instrument. Besides Earth angular
velocity $\vec{\Omega}_E$, $\vec{\Omega}$ contains contribution from anthropic and top soil motion, both negligible underground, and from $\vec{\delta}\omega$, which represents the local variations of the angular velocity measured at the instrument site. Such variations, which have a seismic nature, cannot be directly measured by conventional instruments for seismology. In fact, seismometer and strain-meters are not able to discriminate angular from linear motion.

Therefore, a RLG represents an extremely precious tool for seismology. Moreover, the underground location at LNGS and the occurrence of frequent seismic events in a radius of few hundreds km, make GINGERino a unique seismological observatory, potentially able to provide relevant insight onto geophysics and geodesic issues. As already demonstrated in the past, GINGERino is in fact sensitive on both tele-seismic and local seismic events: Fig. 4 shows two representative data sets.

![Graph showing variations of angular velocity](image)

Figure 4: Variations of the angular velocity measured during a tele-seismic (M 7.6 earthquake in Kamchatka, Russia, July 18, 2017 - top panel) and a regional seismic event (Mw 4.0 earthquake in Rieti, Italy, October 16, 2016 - bottom panel).

The opportunity to use GINGERino as an advanced and extremely accurate tool for geoscience prompted the need for developing suitable data analysis procedures, in line with activities already started in the past. From one hand, due to the complex array of phenomena involved in seismic events, this required contributions from experts in seismology aiming at comparing our data with those acquired by other techniques. Within this frame, during 2017 collaboration with INGV, Italy, and LMU, Germany, has been further reinforced, the latter being based also on the activity of Andreino Simonelli, who earned a joint PhD diploma at LMU. Moreover, the collaboration has entered a proposal for a Marie Curie - International Training Network activity (coordinator C. Hadziioannou, Hamburg University) within EU-H2020 which, once funded, will grant a PhD position devoted to data analysis.

On the other hand, the long-term uninterrupted operation and the consequent availability of large and reliable data sets enabled analyzing the behavior of GINGERino at the very low frequency range, where geodetic phenomena (e.g., polar motion, solid tides) of very large relevance occur on different time scales. Results of the efforts carried out in 2017 are well summarized in Fig. 5 showing the Allan deviation calculated over raw and duly manipulated [2] data. The plot reports also the contribution of simulated geodesic effects and the line corresponding to the
quantum noise limit. It can be inferred that, while in the short time scale the actual signal-to-noise ratio is less than one order of magnitude larger than the quantum noise, on the long time scale the deviation is more pronounced, as expected because of the presence of various disturbances. Provisions exist to significantly improve the behavior in the next year, thanks to the implementation of the technical strategies discussed in Section 2 (or of a part of them) and to the development of more accurate data analysis procedures, using, e.g., intelligent frequency filtering.

![Allan deviation calculated over raw (blue) and manipulated (red) data](image)

Figure 5: Allan deviation calculated over raw (blue) and manipulated (red) data [2]. Simulated effects of polar motion (magenta) and solid Earth tides (green) are also shown. The dashed line represents the quantum noise limit theoretically evaluated for GINGERino.

4 Progress towards GINGER and conclusions

Further to being relevant in the field of metrology and geoscience, all results acquired during 2017, joined with those gathered in in previous years, set the basis for a more defined picture of the foreseen array of RLG included in the GINGER project. The project is now part of a FISR proposal submitted by INGV and endorsed by INFN.

A somehow simplified design of the array, based on the proposal of [3], has been identified, as pictorially sketched in Fig. 6. A careful activity has been started in 2017 aimed at defining details of the mechanics. Major guidelines for this activity are: (i) search for improved robustness and ease of alignment; (ii) clear mounting procedure based on suitable fiducial markers; (iii) implementation of active geometry control, of backscattering suppression and improved mirrors, according to the results of the R&D activity.

Further details of the mechanical project will be defined in the next year, when identification of the possible location of the experiment in LNGS will also be finalized.
Figure 6: Pictorial sketch of the RLG array foreseen in the GINGER project.
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Abstract

By performing X-rays measurements in the “cosmic silence” of the underground laboratory of Gran Sasso, LNGS-INFN, we test a basic principle of quantum mechanics: the Pauli Exclusion Principle (PEP), for electrons by searching for atomic transitions in copper prohibited by PEP with respect to the previous VIP experiment. VIP2 uses Silicon Drift Detectors (SDDs) to measure the X rays emitted in the copper target and a veto system (scintillators read by SiPM) to reduce background.

1 The VIP scientific case and the experimental method

Within VIP an experimental test on the Pauli Exclusion Principle is being performed, together with feasibility tests on other fundamental physics principles (collapse model).
The Pauli Exclusion Principle (PEP), a consequence of the spin-statistics connection, plays a fundamental role in our understanding of many physical and chemical phenomena, from the periodic table of elements, to the electric conductivity in metals and to the degeneracy pressure which makes white dwarfs and neutron stars stable. Although the principle has been spectacularly confirmed by the huge number and accuracy of its predictions, its foundation lies deep in the structure of quantum field theory and has defied all attempts to produce a simple proof. Given its basic standing in quantum theory, it is appropriate to carry out high precision tests of the PEP validity and, indeed, mainly in the last 20 years, several experiments have been performed to search for possible small violations. Many of these experiments are using methods which are not obeying the so-called Messiah-Greenberg superselection rule. Moreover, the indistinguishability and the symmetrization (or antisymmetrization) of the wave-function should be checked independently for each type of particles, and accurate tests were and are being done.

The VIP (VIolation of the Pauli Exclusion Principle) experiment, an international Collaboration among 10 Institutions of 6 countries, has the goal to either dramatically improve the previous limit on the probability of the violation of the PEP for electrons, \((P < 1.7 \times 10^{-26})\) established by Ramberg and Snow: *Experimental limit on a small violation of the Pauli principle*, Phys. Lett. B 238 (1990) 438 or to find signals from PEP violation.

The experimental method consists in the introduction of electrons into a copper strip, by circulating a current, and in the search for X-rays resulting from the forbidden radiative transition that occurs if some of the new electrons are captured by copper atoms and cascade down to the 1s state already filled by two electrons with opposite spins (Fig. 1.)

![Diagram showing normal and Pauli-violating transitions](https://via.placeholder.com/150)

Figure 1: *Normal 2p to 1s transition with an energy around 8 keV for Copper (left) and Pauli-violating 2p to 1s transition with a transition energy around 7.7 keV in Copper (right).*

The energy of PEP violating \(2p \rightarrow 1s\) transition differs from the normal \(K_\alpha\) transition one by about 300 eV \((7.729 \text{ keV instead of } 8.040 \text{ keV})\) providing an unambiguous signal of the PEP violation. The measurement alternates periods without current in the copper strip, in order to evaluate the X-ray background in conditions where no PEP violating transitions are expected to occur, with periods in which current flows in the conductor, thus providing “new” electrons, which might violate PEP. The rather straightforward analysis consists in the evaluation of the statistical significance of the normalized subtraction of the two spectra in the region of interest (if no signal is seen). A more complex statistical analysis (Bayesian) is also being implemented.

The experiment is being performed at the LNGS underground Laboratories, where the X-ray background, generated by cosmic rays, is strongly reduced.

The VIP group is considering also the extension of its scientific program to the study of other items of the fundamental physics, such as collapse models. Encouraging preliminary results were obtained.
2 The VIP and VIP2 apparatus

The first VIP setup was realized in 2005, starting from the DEAR setup, reutilizing the CCD (ChargeCoupled Devices) as X-ray detectors, and consisted of a copper cylinder, with current was circulated, 4.5 cm in radius, 50 µm thick, 8.8 cm high, surrounded by 16 equally spaced CCDs of type 55.

The CCDs were placed at a distance of 2.3 cm from the copper cylinder, grouped in units of two chips vertically positioned. The setup was enclosed in a vacuum chamber, and the CCDs cooled to 165 K by the use of a cryogenic system. The VIP setup was surrounded by layers of copper and lead to shield it against the residual background present inside the LNGS laboratory, see Fig. 2.

Figure 2: The VIP setup at the LNGS laboratory during installation.

The DAQ alternated periods in which a 40 A current was circulated inside the copper target with periods without current, representing the background.

VIP was installed at the LNGS Laboratory in Spring 2006 and was taking data until Summer 2010. The probability for PEP Violation was found to be: $\beta^2/2 < 4.6 \times 10^{-29}$.

In 2011 we started to prepare a new version of the setup, VIP2, which was finalized and installed at the LNGS-INFN in November 2015 and with which we will gain a factor about 100 in the probability of PEP violation in the coming years (see Table 1).

3 Activities in 2017

3.1 VIP2 - a new high sensitivity experiment

In order to achieve a signal/background increase which will allow a gain of two orders of magnitude for the probability of PEP violation for electrons, we built a new setup with a new target, a new cryogenic system and we use new detectors with timing capability and an active veto system. As X-ray detectors we use spectroscopic Silicon Drift Detectors (SDDs) which have an even better energy resolution than CCDs and provide timing capability which allow to use anti-coincidence provided by an active shielding.

The VIP2 system is providing:
Table 1: List of expected gain factors of VIP2 in comparison to VIP (given in brackets).

<table>
<thead>
<tr>
<th>Changes in VIP2</th>
<th>value VIP2(VIP)</th>
<th>expected gain</th>
</tr>
</thead>
<tbody>
<tr>
<td>acceptance</td>
<td>12% (12)</td>
<td>12</td>
</tr>
<tr>
<td>increase current</td>
<td>100A (50A)</td>
<td>2</td>
</tr>
<tr>
<td>reduced length</td>
<td>3 cm (8.8 cm)</td>
<td>1/3</td>
</tr>
<tr>
<td>total linear factor</td>
<td></td>
<td>8</td>
</tr>
<tr>
<td>energy resolution</td>
<td>170 eV (340 eV)</td>
<td>4</td>
</tr>
<tr>
<td>reduced active area</td>
<td>6 cm² (114 cm²)</td>
<td>20</td>
</tr>
<tr>
<td>better shielding and veto</td>
<td></td>
<td>5-10</td>
</tr>
<tr>
<td>higher SDD efficiency</td>
<td></td>
<td>1/2</td>
</tr>
<tr>
<td>background reduction</td>
<td></td>
<td>200-400</td>
</tr>
<tr>
<td>overall gain</td>
<td>∼120</td>
<td></td>
</tr>
</tbody>
</table>

1. signal increase with a more compact system with higher acceptance and higher current flow in the new copper strip target;

2. background reduction by decreasing the X-ray detector surface, more compact shielding (active veto system and passive), nitrogen filled box for radon radiation reduction.

In the Table 1 the numerical values for the improvements in VIP2 are given which will lead to an expected overall improvement of a factor about 100.

3.2 Status of VIP2 in 2017

In the VIP2 apparatus six SDDs units, with a total active area of 6 cm² each are mounted close to the Cu target. Moreover, an active shielding system (veto) was implemented, to reduce the background in the energy region of the forbidden transition. These systems will play an important role to improve the limit for the violation of the PEP by two orders of magnitude with the new data which are presently coming by running the VIP2 experiment at LNGS.

In November 2015, the VIP2 setup was installed at Gran Sasso. In the years 2016 and 2017, data with the VIP2 detector system at the LNGS without shielding were taken. In Figure 3 the VIP2 setup as installed at LNGS is shown.

Data with 100 Ampere DC current applied to the copper strip was collected together with the data collected without current.

Preliminary data analyses “a la VIP”: two types of preliminary data referring to the first period of data taking (data from 2016) were performed: one “a la VIP”, i.e. using exactly the same procedure as the one used in VIP (subtracted spectra: with and without current). The result which was obtained was published in the review: Entropy, 2017, 19, p. 300. The obtained calibrated energy spectra for all 6 SDDs are shown in Fig. 4 and their analysis allowed to extract a limit on the probability for PEP violation as:

\[
\frac{\beta^2}{2} \leq \frac{3 \times 66}{4.7 \times 10^{30}} = 4.2 \times 10^{-29}. \tag{1}
\]

which is slightly better (10% than the one for VIP). To be underlined that the limit was obtained after two months of data taking, while the VIP one corresponds to 4 years of data taking.
Figure 3: A picture of the VIP-2 setup installed at LNGS.

Figure 4: The energy spectra from all the SDDs, for data with and without applied DC current to the copper strip, taken during the physics run in late 2016 at the LNGS.
Preliminary data analyses with a new method: the same set of data analysed by using a different method, i.e. a simultaneous fit of the “signal” and background spectra, in order to use all the information available for the background shape from the data. The obtained spectra are shown in Fig 5, together with the simultaneous fitting functions, from where a limit of the probability of PEP violation was extracted to be:

\[
\frac{\beta^2}{2} \leq \frac{3 \times 67}{8.1 \times 10^{30}} = 3.2 \times 10^{-29}. \tag{2}
\]

Figure 5: A global chi-square function was used to fit simultaneously the spectra with and without 100 A current applied to the copper conductor. The energy position for the expected PEP violating events is about 300 eV below the normal copper Kα1 transition. The Gaussian function and the tail part of the Kα1 components and the continuous background from the fit result are also plotted. (a) : the fit to the wide energy range from 3.5 keV to 11 keV; (b) : the fit and its residual for the 7 keV to 11 keV range where there is no background coming from the calibration source.

A paper describing the new analysis and the obtained results was recently (April 2018) accepted for publication in EPJ C.

3.3 Workshops organization

In 2017 the following events related to the physics of VIP, and, more generally, to quantum mechanics, were organized:


2. Workshop Quantum Foundation, “New frontiers in testing quantum mechanics from underground to the space”, 29 November-1 December, 2017, Frascati, Italy.
4 Activities in 2018

In 2018 we will be in data taking with VIP2 at LNGS-INFN. The 2016 and 2017 data analysis will be finalized and published. We are, as well, going to continue the studies on fundamental physics, in particular on the collapse model by measurements of X rays spontaneously emitted in the continuous spontaneous localization (CSL) model.
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