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Abstract

The main goal of the Borexino experiment is the study of solar neutrino physics and other rare phenomena. The detector, located in the Hall C of LNGS, became fully operational in 2007 and made possible the first real time measurement of $^7$Be solar neutrinos, the first experimental evidence of the matter/vacuum transition in solar neutrino oscillations, the observation of geo-neutrinos and the first evidence for solar neutrinos from the pep reaction. In the second phase of the experiment, the first direct measurement of the pp main reaction in the Sun was made. We summarize here the status of the project and outline the perspectives for future measurements.

1 Introduction

Solar neutrino physics is a topic that originally started from the perspective of studying the basic working principle of the core of the Sun, nuclear fusion reactions producing energy and emitting neutrinos. The pioneering Davis experiment [1] was the first one to measure (with radiochemical methods) solar neutrinos as predicted by theoretical models and to detect a significant deficit with respect to the predicted flux. Additional experiments were performed starting from the end of the 80’s, both in radiochemical mode [2, 3, 4] and in real-time mode [5, 6] while the most widely accepted model of the Sun evolved into what is now known as the Standard Solar Model [7] [8] [9].

As a general statement, real-time experiments have been performed with large water Cerenkov detectors with an energy threshold of 4-5 MeV, mainly due to natural radioactivity and detector contamination. This implies that only $\sim 0.001\%$ of the total neutrino flux had been observed in real time prior to 2007.

The issue of directly measuring low energy solar neutrinos has been the subject of an intensive research study carried out in the frame of the Borexino development and starting from the very beginning of the 90’s. Borexino [10] was designed to study sub-MeV solar neutrinos having as the first experimental goal the detection of the 0.862 MeV $^7$Be solar neutrino line through the neutrino-electron elastic scattering reaction $\nu_e \rightarrow \nu_e$. The maximum energy of the recoiling electron is 664 keV and the experimental design threshold is of 50 keV while the analysis threshold is 200 keV. The detection reaction is observed in a large mass (100 tons fiducial volume) of well shielded liquid scintillator viewed by photomultipliers.

The prediction of the $^7$Be solar flux depends both on the Standard Solar Model and the value of the parameters of the LMA solution of neutrino oscillations [11] [12] [13]. The Borexino experimental program makes it possible to directly test this prediction as well as opening up the unexplored territory of real time sub-MeV solar neutrino spectroscopy.

The main problem of an experiment with such a low energy threshold is the background coming from natural sources such as cosmic rays or radioactivity. This problem has been addressed by means of an intense R&D program focused on low radioactivity materials and purification techniques. This effort was complemented by a comparably thorough research in the field of detection and measurement of very low radioactivity levels [14]. As a part of this program, a prototype of the Borexino detector, called Counting Test Facility [15], was built and operated at LNGS to demonstrate very low radioactivity contamination levels ($10^{-16}$ g/g of U-238 equivalent or less [16]) in a ton scale scintillator detector. The CTF was initially used as a measurement facility for quality tests of the Borexino scintillator and is now being exploited by the DarkSide experiment.

The Borexino research and development culminated into the construction and commissioning of the full-scale detector during several years and its final filling with scintillator in 2007.
Figure 1: Schematic view of the Borexino detector.

Figure 2: Survival probability of electron-neutrinos produced by the different nuclear reactions in the Sun. All the numbers are from Borexino. The violet band corresponds to the ±1σ prediction of the MSW-LMA solution. [35].
2 The Borexino Detector

Borexino [17] is an unsegmented scintillation detector featuring 300 tonnes of well shielded liquid ultrapure scintillator viewed by 2200 photomultipliers (fig. 1). The detector core is a transparent spherical vessel (Nylon Sphere, 100\(\mu\)m thick), 8.5 m of diameter, filled with 300 tonnes of liquid scintillator and surrounded by 1000 tonnes of high-purity buffer liquid. The scintillator mixture is pseudocumene (PC) and PPO (1.5 g/l) as a fluor, while the buffer liquid consists of PC alone (with the addition of DMP as light quencher). The photomultipliers are supported by a Stainless Steel Sphere, which also separates the inner part of the detector from the external shielding, provided by 2400 tonnes of pure water (water buffer). An additional containment vessel (Nylon film Radon barrier) is interposed between the Scintillator Nylon Sphere and the photomultipliers, with the goal of reducing Radon diffusion towards the internal part of the detector.

The outer water shield is instrumented with 200 outward-pointing photomultipliers serving as a veto for penetrating muons, the only significant remaining cosmic ray background at the Gran Sasso depth (about 3700 meters of water equivalent). The innermost 2200 photomultipliers are divided into a set of 1800 photomultipliers equipped with light cones (so that they see light only from the Nylon Sphere region) and a set of 400 PMT’s without light cones, sensitive to light originated in the whole Stainless Steel Sphere volume. This design greatly increases the capability of the system to identify muons crossing the PC buffer (and not the scintillator).

The Borexino design is based on the concept of a graded shield of progressively lower intrinsic radioactivity as one approaches the sensitive volume of the detector; this culminates in the use of 200 tonnes of the low background scintillator to shield the 100 tonnes innermost Fiducial Volume. In these conditions, the ultimate background will be dominated by the intrinsic contamination of the scintillator, while all backgrounds from the construction materials and external shieldings will be negligible.

Borexino also features several external systems conceived to purify the experimental fluids (water, nitrogen and scintillator) used by the experiment (see e.g. [18]).

3 Status of the project

The Borexino filling started in January 2007, with scintillator displacing the purified water from inside the detector volumes. The detector was completed and the data taking started in May 2007. The radiopurity of the inner detector has been found in general to be better than the specifications. In particular, among the best radioactivity levels found during the data taking (see, however, [34] for a more complete summary):

1. C-14 contamination of the scintillator was found to be at \(\sim 2 \times 10^{-18} \frac{14C}{12C}\).

2. The general level of Th-232 contamination - as measured by means of \(^{212}Bi/^{212}Po\) delayed coincidences was found to be at \(\sim 4 \times 10^{-18} \text{ g/g} \).

3. The U-238 family contamination - assessed by studying the \(^{214}Bi/^{214}Po\) delayed coincidence rate, was measured to be \(\sim 5 \times 10^{-18} \text{ g/g} \).

4. Kr-85 contamination, of considerable importance due to the spectral shape similar to the one of the signal searched for was found (by means of the \(^{85m}Rb\) decay and the related \(\beta/\gamma\) tagging) to be at the level of \(\sim 30 \text{ counts/day} \) in the 100 tons fiducial volume.
This level of radiopurity, together with the use of muon-related cuts and $\alpha/\beta$ discrimination techniques has made possible the first real-time detection of the Be-7 solar signal [19] [20] [24], the first observation of the B-8 spectrum with a 3 MeV threshold [21], the first observation of the solar pep nuclear reaction [27] and the observation of geoneutrinos [22] [30].

The direct observation of several solar components by Borexino has allowed to unambiguously detect the matter-vacuum transition of the electron neutrino survival curve as a function of energy (fig. 2).

Several other results were produced over the years, such as the measurement of the Day/Night asymmetry of the Be-7 signal [25], the study of anti-neutrino production in the Sun [23], the study of muons and muon-induced reactions [26] [31], the search rare phenomena such as solar axions [28] and mixing with sterile neutrinos [32]. Studies were also performed of the propagation of neutrinos from CERN to Gran Sasso (CNGS) [29] and high precision measurements of Po isotopes lifetime [33]. All the solar neutrino results before 2013 (the so-called "Phase I") are summarized in [34].

Between 2009 and 2010 an extensive purification campaign (water extraction and Rn stripping) has marked the beginning of the Borexino Phase-II. The new improved radiopurity (less Kr and less Bi) has made it possible to investigate the lowest energy part of the spectrum, to the goal of searching for the more fundamental reaction powering the Sun: the pp fusion which marks the beginning of the whole pp-chain, producing the vast majority of the solar energy.

The analysis for the pp reaction has involved the understanding of the spectrum at low energies, where $^{14}$C and its pile-up effects are important and the $\alpha/\beta$ discrimination is less effective (fig. 3). The relevant analysis has involved a careful modeling of these effects and of all the other backgrounds, like Pb-214, Kr-85 and the (solar) Be-7. The final flux result, published in [35] is $(6.6 \pm 0.7) \times 10^{10} \text{ cm}^{-2} \text{s}^{-1}$, in agreement with the solar models.

4 Future perspectives

Additional physics topics are under study or considered for future investigation, depending on the background conditions and on the refinement of the ongoing analysis:

1. Measuring the CNO solar neutrinos.

2. Watch for neutrino bursts from Supernovae events: Borexino is part of the international SNEWS program for early detection of Supernovae with neutrinos.

3. Short baseline oscillation tests with $^{144}$Ce-$^{144}$Pr antineutrino (or Cr-51 neutrino) sources: SOX [36]. This topic is of particular interest in view of the present controversial experimental scenario, encompassing the recently highlighted reactor and Gallium anomalies as well as the long standing LSND puzzle confirmed by the new Miniboone antineutrino data. The emerging picture of an oscillation paradigm comprising 3 active plus 2 sterile neutrinos, the latter with masses at eV scale, could verified with a source test in Borexino for a significant portion of the parameter space, through the search of the oscillation pattern that at the considered L/E values should develop clearly throughout the detector. Moreover, SOX will provide the opportunity of a measurement of the Weinberg angle at MeV energies as well as an improved limit on the neutrino magnetic moment. This test is foreseen for fall 2016; studies about transportation logistic and authorizations are in progress.
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Figure 3: Energy spectral shape of the pp neutrino signal (thick red line), and the other solar neutrino components ($^7$Be, pep and CNO), and of the relevant backgrounds ($^{14}$C, intrinsic to the organic liquid scintillator; $^{210}$Bi; $^{210}$Po; $^{85}$Kr; and $^{214}$Pb) [35].
Abstract

The aim of the COBRA experiment (Cadmium Zinc Telluride 0-Neutrino Double-Beta Research Apparatus) is to prove the existence of neutrinoless double beta decay ($0\nu\beta\beta$-decay) and to measure its half-life. The COBRA demonstrator at LNGS is used to investigate the experimental issues of operating CZT detectors in low background mode while additional studies are proceeding in surface laboratories. The experiment consists of 64 monolithic, calorimetric detectors in a coplanar grid (CPG) design. These detectors are $1 \times 1 \times 1 \text{cm}^3$ in size and are operated in a $4 \times 4 \times 4$ detector array. As a semiconductor material, Cadmium-Zinc-Telluride (CdZnTe or simply CZT) offers the low radioactivity levels and good energy resolution required for the search for $0\nu\beta\beta$-decay. Furthermore, CZT contains naturally several double beta decay candidates. The most promising is $^{116}$Cd with a Q-value of 2.8 MeV, which lies above the highest prominent $\gamma$-line occurring from natural radioactivity.
1 Status of the COBRA Experiment

The work of the COBRA collaboration in 2014 consisted of three main topics:
The first issue was the operation of the demonstrator setup at LNGS. This setup was taking high quality 
low background physics data very stable, see section 2.
The second part was the analysis of the data obtained with the demonstrator. This work will be inten-
sified, so that a paper on physics results will be published soon, see section 3.
The third part (see section 4) was the work on the large scale setup to measure the neutrinoless double beta decay. The plan is to build one basic detector module of the proposed large scale experiment. Funding 
for this has been granted in 2014 by the German Research Foundation (Deutsche Forschungsgemeinschaft 
DFG), so that first measurements with the required hardware were already accomplished.

2 The COBRA demonstrator setup

In 2014 only minor improvements were done at the COBRA demonstrator, see section 2.1, as the setup 
was completed in 2013. It has been taking high quality low background physics data. Figure 1 shows a 
total view of the whole experimental setup of the demonstrator. It consists of several shielding layers. 
The outermost layer is 7 cm borated polyethylene shielding against neutrons, after that follows a shielding 
against electromagnetic interferences made of welded metal plates. Inside this volume the inner part of 
the shielding as well as the first part of the readout electronics is placed. The inner shielding consists of 
standard lead, ultra low activity lead and copper surrounding the detectors itself.
The demonstrator has been taking data very stable resulting in an increased collected exposure, which 
is shown in Figure 2. Furthermore, the energy resolution of the demonstrator could be improved with 
continuous flushing of the inner copper nest with dry nitrogen to reduce the humidity in the inner copper 
nest (see Figure 1) and the use of a recently installed water-cooling system for the COBRA custom-made 
preamplifier boxes. The average energy resolution (FWHM) at the Q-value of $^{116}\text{Cd}$ ($Q_{\beta\beta} = 2813.5\text{keV}$) 
as the main isotope of interest is about 1.3%. In 2014 the temperature of the inner setup was constantly 
decreased while calibration measurements were taken to monitor the effect on the energy resolution of 
the detectors and the signal quality in general.

2.1 Activities at the LNGS – power supply by UPS units

In 2014 only one working week has been accomplished at the LNGS. There was no need for more, as the 
COBRA demonstrator has been completed in 2013 and is taking data very stable since then.
In autumn of 2013 several Uninterruptible Power Supply (UPS) units were installed to guarantee a stable power supply of the experimental setup and the data acquisition (DAQ) system. These can power the different parts of the experiment for approximately 20 minutes if a power shortage occurs. The UPS units were supplied by the normal main power lines. Unfortunately, the circuit breakers cut off the power supply to the UPS units several times in the following weeks due to infrequent too high residual currents. As a result the whole experimental setup was without power, turning the benefits of the UPS units into a disadvantage.

A solution to this was the installation of new power lines without circuit breakers directly to the UPS units. This was kindly granted by the LNGS in January 2014. These power lines start at the fuse box next to COBRA’s building. One power line goes to the building on the ground floor to the experimental setup, the other line goes to the upper building where the DAQ computer is working. Both new lines have a special connector, in a way that they cannot be used for other purposes by mistake.

By this the advantages of the UPS units could be fully used. The whole experiment did not suffer from power shortages since then and is operating stable and reliable. No power shortages affected the experiment after the power line upgrades although the UPS system had to step in for several times. Therefore, COBRA can report an up-time of 100% since January 2014.

3 Results of the low background measurement

3.1 Data-taking at the LNGS

![Graph showing exposure vs time]

Figure 2: Total exposure of evaluated low-background physics data of the COBRA demonstrator over experimental lifetime.

With the installation of the third and fourth detector layer in late 2013, it became necessary to develop new suitable calibration tools to handle a large number of single detector units with different behavior. The new calibration tools can be scaled very easily with respect to a planned large scale array consisting of several thousand detector units and feature a high accuracy and reliability.

After an extensive testing phase it was decided to perform a complete re-evaluation and re-calibration of all physics data acquired since the commissioning of the demonstrator setup in Sept.’11. This re-evaluation process was finished in summer 2014 leading to an exposure of roughly 110 kg×days incorporating the 3-layer operation period.

During this 3-layer period the third detector layer could not be operated at the nominal high voltage as determined in pre-characterization measurements of each crystal at the TU Dresden. To reduce the amount of potentially radioactive material a new high voltage design using the same HV cable as used for the GERDA experiment was developed for layer three and four. Due to an imperfect fitting connection
between them and the existing HV infrastructure it was necessary to limit the applied HV to -1 kV for
layer three to avoid the sudden appearance of sparks. The initial problems with the redesigned high
voltage connection could be fixed during the installation of the fourth detector layer in Nov.’13. As a
consequence of the HV problems, the accumulated exposure of layer three in the 3-layer operation period
is removed from the ongoing analysis of low background physics data. Nevertheless, the exposure loss of
10.8 kg×days is comparable small corresponding to only 5.5% of the currently evaluated total exposure
of 195 kg×days. Furthermore, a run selection was performed to identify physic runs with unstable or obvious bad per-
formance on rather short time scales, which is typical for electromagnetic interference phenomena or
problems with the continuous dry nitrogen flushing. Together with the reduced exposure for layer three
this leads to about 180 kg×days of exposure suitable for high-quality physics analysis. Another data set
obtained between Oct.’14 and Feb.’15 of roughly 40 kg×days is in the final evaluation process and will
be available for analysis purposes soon. Currently, a paper on calculating new half-life limits for the
isotopes under study is in preparation based on more than 0.5 kg×years evaluated exposure. In summary
Figure 2 illustrates the amount of accumulated data until the end of 2014 and the prediction until mid
2015. Assuming an average exposure rate of 2.6 kg×days exposure per layer and month, COBRA will
reach very likely an exposure of about 1 kg×year by the end of 2015.

3.2 Low-background physics spectra

The following spectra are based on 180 kg×days exposure of the complete 4-layer operation and have been
acquired with full pulse shape sampling. This allows for a complex offline pulse shape analysis (PSA)
approach to vet the precision determination of the depth of the interaction in-between the
electrodes (see [1]), which can be used to reject near-surface events. Furthermore, this allows for the
identification of prominent background features such as highlighted in Figure 3 in a two-dimensional plot
of reconstructed interaction depth versus deposited energy.

Figure 3: Identified background features using the interaction depth reconstruction of the CPG anode
approach. Highlighted are prominent γ-lines visible as straight lines in the two-dimensional plot and
features corresponding to near-anode (z = 0) or near-cathode (z = 1) events. The main region of interest
around the Q-value of $^{116}$Cd is dominated by alpha-induced events on the lateral detector surfaces.

To further reduce the background index in the main region of interest around the Q-value of $^{116}$Cd
($Q_{\beta\beta} = 2813.5$ keV) the power of PSA is used to classify specific types of events. The techniques to identify
so called lateral surface events (LSE) and the confirmation of those in reliable laboratory measurements
are well documented and published in [2].
The most recent improvements in PSA are the discrimination of single-site (SSE) and multi-site events (MSE). Typically, highly energetic photons will interact via multiple interactions within a single crystal and, hence, all identified MSEs can be declared as background. In contrast, the signal of a $0\nu\beta\beta$-event is expected to be almost always single-site. The effects of background understanding and the power of the developed PSA techniques on the measured physics spectrum at the LNGS are illustrated in Figure 4. The newly developed MSE cut seems to have only a small influence, but also shows that the background in the region of interest is only weakly populated by $\gamma$-lines from the natural decay chains. Nonetheless, the cut is indispensable for the efficiency estimate of the well-established and excellent working LSE cuts and will be essential for a planned large scale experiment.

Figure 4: Low-background physics spectra based on 4-layer operation with 180 kg×days exposure accumulated between Sept.'11 and Sept.'14. Several cuts are applied to remove known background features such as alpha-emitting surface contaminations. The combination of all cuts leads to a background index in the region of interest for $^{116}\text{Cd}$ ($Q = 2.8\text{ MeV}$) of about $2.4\text{ cts/kg/keV/yr}$. Applying additional fiducial cuts to remove the high-depth region with a significant higher background rate reduces the background index to $0.5\text{ cts/kg/keV/yr}$.

The experimental setup upgrades done in 2013 such as the installation of an active water-cooling for the preamplifier boxes also achieved a positive effect measurable in the temperature of the inner setup. The ambient temperature dropped from $32^\circ\text{C}$ down to $22^\circ\text{C}$, which should result in an improved energy resolution. The detector and preamp-temperature could be lowered down to $16^\circ\text{C}$ and will be step-wise lowered further. The decreasing temperature in combination with a continuous dry nitrogen flushing allows for an additional lowering of the individual trigger thresholds. This step is important since COBRA can also measure the fourfold-forbidden non-unique $\beta$-decay of $^{113}\text{Cd}$ with an unprecedented precision. The shape of the beta spectrum around and below 50 keV is of general interest in nuclear physics and will be studied in the near future with more accumulated data in the low energy range.

3.3 $\alpha/\beta$-discrimination

Because alpha particles and electrons generate charge clouds with different expansions in the semiconductor detector, it should in principle be possible to separate them, at least statistically. To test this hypothesis, one of the usual 1 cm$^3$ CPG detectors used by COBRA was irradiated from the cathode side with alpha particles and electrons of different energies, up to 2 MeV. The cathode side was chosen because it is not lacquered, allowing alpha particles to enter the sensitive volume. Moreover, this offers the advantage that the drift time of the charge carriers is maximal and so some aspects of pulse shapes are particularly easy to analyze. On the other hand, effects such as diffusion and repulsion that would have a negative impact on the discrimination power, are most prominent there because of the long drift.
Analysis of these data has shown that there are differences for both populations, that are not caused by the transport processes such as diffusion, repulsion and trapping that will increase with particle energy. A weakness of the analysis so far is, that the center of the charge carriers of the alpha- and beta-radiation charge clouds, generated due to the different penetration depths, is also different. This could result in a misinterpretation of the differences. Therefore more work to improve these methods has to be done.

3.4 Coincidence analysis

Coincidence analysis is a powerful tool for background reduction and for the investigation of the background itself. This however, makes a synchronization of the 16 FADCs of the COBRA-setup necessary. For this purpose a pulse generator is operated and an offline software has been written achieving a synchronization with an accuracy of 250 µs. This allows for the rejection of events with hits in more than one crystal in coincidence as background for the $0\nu\beta\beta$-decay analysis. In addition, the energy spectrum of multi-detector events can be analyzed with regard to the radioactive contamination of the setup. Furthermore, COBRA will look for characteristic coincidences from double beta decays into excited states. Within one FADC the accuracy of the synchronization is only limited by the sampling rate of the FADC of 100 MHz and by the length of the signal pulses. Hence, coincidence studies within a single crystal are very precise. In the near future the multi-site (MSE) analysis will be used to identify several signals within one signal window of 10 µs. However, a reconstruction of the depth and energy deposit of the individual signals is not possible for multi-site events with the current analysis software. Therefore, only coincident events within one crystal not classified as MSE are used for coincidences between alpha- and beta-decays in the natural decay chains, e.g. $^{214}$Bi $\rightarrow$ $^{214}$Po. This leads to a list of limits on the crystal contamination using 134.9 kg × days of data. To calculate these, efficiencies for the detection of a given coincidence are needed. These have been calculated with the help of a detailed simulation of the setup as described in section 4.1.

3.5 Background simulation

The first background estimations show that the current background spectrum is far below of all specific material limits. To get more information on the different background components, a Monte Carlo study was started to reproduce the current spectrum. The Monte Carlo simulation chain consists of two stages. The first one simulates the radiation interaction with matter via the GEANT4 libraries, which do not include any charge transport simulation through the detector material. This is equal to a detector with an infinite good energy resolution. Therefore, every detector effect has to be applied in a second step. All necessary parameters which describe the detector response, are estimated with calibration measurements. In the first step the detector geometry and the detector response has to be validated against calibration measurements. In Figure 5 the first version of the detector simulation is shown. Except the excess between 400 keV and 500 keV all features around the $\gamma$-lines can be explained by a small calibration offset of the measurement. In the future the detector simulation will also incorporate more known detector effects.

4 Towards a large-scale set-up

4.1 Estimation of the total background rate

For the determination of the total background rate of the COBRA large scale experiment, the proposed structure was implemented in a Monte Carlo geometry. It consists of an outer shielding and a modular detector array of 9 × 8 × 8 × 20 CPGs with a volume of 6 cm$^3$ and a total of 415 kg detector mass. All previously known details such as mechanical supports, electrode material, cables, lacquer and various shielding components were taken into account in the geometry. For further details see [4]. As background sources the nuclides of the radioactive decay chains of $^{238}$U and $^{232}$Th were used. Furthermore, $^{40}$K and the artificial radionuclide $^{137}$Cs were taken into account, both in the form of intrinsic contamination as well as surface contamination. This includes particularly the radon decay products. Moreover, both thermal neutrons from spontaneous fission and $(\alpha, n)$ - reactions as well as muons, muon-induced neutrons
and cosmogenic nuclides are considered. All simulations were performed with GEANT4, with the low-rate physics experiments list 'shielding'.

To calculate the total expected background rate, in addition to the limitation to the region around the Q value of $^{116}$Cd, four other conditions were used. The first condition refers to the multiplicity of detectors involved in the event. Furthermore, a restriction on the interaction depth suppresses events on the anode and cathode surfaces in 75% of the cases, which indicates the effectiveness of the corresponding pulse shape analysis. The last condition is that 90% of the $\gamma$-induced multi-site events can also be removed by means of pulse shape analysis.

The different background channels were normalized either by their known flux e.g. for neutrons, or in the case of radioactive contamination by comparison with the measured spectrum of the demonstrator. In the latter case, the results of the simulations of the LNGS setup have been fitted to the measured spectrum for each isotope, which is a very conservative procedure. As a result, the sum of the simulated backgrounds exceeds the measured spectrum. This leads to an overestimation of the background in the region of interest (ROI) around 2.8 MeV. Accordingly, the results for the large scale construction need to be seen as a strict upper limit. In order to make reliable statements, a complete background model is needed which will be done as a next step, see section 3.5. In particular, precise limits on the contamination of the individual materials for this are very important. This is because the dominance of the current radon background for the LNGS setup makes it difficult to draw conclusions about other background sources.

The obtained preliminary results for the expected background rate is above the planned background level. This is partly due to the very conservative approach and the above-mentioned uncertainties of the underlying background models. However, it is clear that the background rate is dominated by alpha particles. Gammas, electrons and neutrons contribute less than 1% of the total rate. The alpha particles stem mainly from the paint, the delrin and from the surfaces contamination of radon (27%). The goal of a background rate of less than $1 \times 10^{-3}$ events/kg/keV/yr is realistic, in case that it is possible to identify either the alpha particles reliably or to reduce the corresponding contamination significantly. It is important to remember that it has not been possible for the COBRA collaboration so far, to keep the detector materials continuously under clean room conditions. Could this or at least a permanent nitrogen atmosphere be guaranteed for the crystal production, installation and operation, the contaminations would be significantly lower than previously observed and assumed in the simulation of the radon decay products.
4.2 Large detectors

CZT detectors with a volume of $2 \times 2 \times 1.5 \text{ cm}^3$ and a weight of 35.2 g are under investigation. The smaller surface-to-volume ratio results in a higher full energy detection efficiency and a reduction of surface contributions. A comparison of the dimension of the two detector sizes is shown in Figure 6. There are two approaches for the large detectors. On the one hand a single grid structure like the one on the small detectors and on the other a quad grid structure for the anodes will be tested. For the first investigations four large detectors, two of each type, were bought from Redlen – one of the leading manufactures of high resolution CZT. The new detectors were connected on a board to test the operating mode in principle. Therefore the cathode side of the detector is placed on the high voltage pad of the board and is held in place by its net weight and a delrin holder. The anodes are contacted with wire bonds to the pads for the grid bias (GB), see Figure 6.

4.2.1 Single grid structure

The test measurements are done with a single grid detector of rather poor sample quality using a high voltage (HV) of -1.3 kV and a grid bias of -95 V. Redlen quoted an energy resolution of 5.18\% FWHM at 662 keV for this detector. The first measurement shows that it is in principle possible to take an energy spectrum with the new larger single grid detector, but the achieved energy resolution is worse than the result of the measurement from the manufacturer. To improve the energy resolution different operation parameters are tested. The difference in the energy resolution between those suggests that it is important to find the best operation point. The parameters chosen by Redlen for this measurement seem to be adapted but not optimal. With higher HV it is possible to reach an energy resolution of 7.8\%. Nonetheless, it was not possible to reach the resolution Redlen quoted. On this account it is important to compare the different operation modes, to test further operation parameters and to characterize the detector response.

4.2.2 Quad grid structure

For testing the general operating mode of the detector with a quad grid structure a sample detector with a high voltage of -1500 V and a grid bias of -80 V is used. Due to problematic grid bias leakage currents Redlen determined the energy resolution of only two grids in their test measurements. They calculated

<table>
<thead>
<tr>
<th>HV [kV]</th>
<th>GB [V]</th>
<th>FWHM @ 662 keV</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.3</td>
<td>-95</td>
<td>8.0%</td>
</tr>
<tr>
<td>-1.0</td>
<td>-55</td>
<td>8.0%</td>
</tr>
<tr>
<td>-1.5</td>
<td>-50</td>
<td>9.8%</td>
</tr>
<tr>
<td>-1.5</td>
<td>-95</td>
<td>7.8%</td>
</tr>
</tbody>
</table>

Table 1: Energy resolution of the sample single grid detector for different operating parameters.
Table 2: Overview of energy resolution achieved with a quad detector for different energies and four working sub-detectors.

<table>
<thead>
<tr>
<th>Energy</th>
<th>Grid 1</th>
<th>Grid 2</th>
<th>Grid 3</th>
<th>Grid 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>@ 662keV</td>
<td>4.0%</td>
<td>4.0%</td>
<td>4.3%</td>
<td>3.6%</td>
</tr>
<tr>
<td>@ 2615keV</td>
<td>2.1%</td>
<td>2.2%</td>
<td>2.3%</td>
<td>1.9%</td>
</tr>
</tbody>
</table>

An energy resolution of 3.7% and of 2.3%. The circuitry is chosen such that for all four grids the CA side is the outer one and the NCA is in the middle of the detector. It was found that after contacting the detector as shown in Figure 6 one can measure with at least three sub-detectors as will be shown in section 4.2.3. Additionally, a quad grid detector with all four sub-detectors working properly is available for characterization measurements. A recorded spectrum of the deposited energy for all four grids is shown in Figure 7. This measurement shows that all four sub-detectors are functional and that it is possible to determine an energy resolution for every one of them, see Table 2.

Furthermore, voltage-current measurements were done to test the general behavior of the new detector approach. The results show that all four sub-detectors behave very similar and show the expected behavior like an ohmic resistor.

The first lab characterization measurements done with the available detectors are very promising but currently do not lead to comparable results in term of achievable energy resolution as for the current 1 cm³ detector approach. Further studies to improve the achievable resolution by optimizing the operation parameters are described in the next section.

4.2.3 Characterization of quad CPG detectors with gamma sources

In 2015 first lab investigations with the new quad CPG approach for 6 cm³ crystals have been started with the aim to transfer the existing characterization routines to the new detector generation. As a starting point, one quad CPG detector of sample quality (three properly working sub-CPGs) is used to adapt the
procedures to find the optimal operation settings which were developed for the 1 cm³ detectors installed at the LNGS. The operation settings for HV and GB are chosen to optimize the energy resolution of the detector measured as the FWHM of a specific gamma line. In particular, the spectrum of a $^{137}$Cs source is measured for various combinations of HV in the range of 800 ...1500 V and GB in the range of 30 V...90 V based on the experience with the 1 cm³ detectors. Each spectrum is then fitted with a Gaussian to obtain the FWHM for the full energy peak at 661.6 keV. In a first step, all working sub-CPGs are treated as if they were individual single CPG detectors meaning that only one sub-CPG is supplied with a grid bias while all other grids are floating. For standard CPG detectors such as used for the COBRA demonstrator it is a known feature that the achievable energy resolution can be improved by using a so called weighting factor which corrects for electron trapping effects at the same time (see [1]). The effect of the optimal weighting factor can be seen in Figure 8. 

![Figure 8: Comparison of $^{137}$Cs spectra with (green) and without (blue/red) the use of an optimal weighting factor for a 1 cm³ CPG detector. By using the optimal weighting factor, the energy resolution can be improved from 4.7% FWHM at 661.6 keV to 1.9%. Additionally the reconstructed cathode signal (orange) is shown, which corresponds roughly to a planar electrode design. In this case no full energy peak at all is visible in the spectrum due to the specific charge transport properties of CZT (taken from [5]).](image)

The crucial point in the working point determination process is to find the optimal weighting factor for each HV and GB combination using empirical methods as will be described in the following. Firstly, the weighted difference signal $CA-w\cdot NCA$ is calculated for each event while the weighting factor is varied in a specific range. Secondly, each spectrum for a certain value of $w$ is fitted with a Gaussian to extract the FWHM of the $^{137}$Cs full energy peak. The optimal weighting factor can then be found at the minimum of a parabola fit of a FWHM versus weighting factor. The optimal weighting factor is then used to reprocess the data to perform the final fit of the full energy peak to determine the FWHM for each HV and GB combination. An illustration of the resulting three-dimensional plots can be seen in Figure 9 for the three working sub-CPGs of the available sample quad detector.

In a second step, the working point characterization is repeated with all sub-CPGs active at the same time. If there is a trigger in one channel, all channels are readout as well to preserve the complete information of the event. Subsequently, the same routine as above can be used to find the optimal working point of each sub-CPG separately. It was found that this treatment leads to similar results for the individual sub-CPGs like for the single measurements but with only a fraction of the required measurement time. Finally, the information of all sub-CPGs can be combined to reconstruct the overall deposited energy as the sum of the calibrated single sub-CPG entries. This method requires some adjustments to the existing
Figure 9: Heat map of energy resolution at 661.6 keV dependent on applied HV and GB for the three working sub-CPGs of a sample quad CPG detector. Higher HV and GB are preferred by each sub-CPG but the overall resolution of the quad detector could be possibly improved further by applying individual GB for the sub-CPGs as will be studied in the near future.

Figure 10: Heat map of energy resolution at 661.6 keV dependent on applied HV and GB for the sample quad-CPG detector. The total energy deposition is the sum of the individual energy entries of the three working sub-CPGs. The working point settings were determined to HV/GB = 1400/80 V resulting in an energy resolution of 2.6% FWHM, which is a very promising result taking into account the poor quality of the sample detector.

In the near future the working point investigations on quad CPG detectors will be extended using a new voltage supply system which allows for individual grid bias for the sub-CPGs. Furthermore, the improved characterization routines will be applied on all detectors selected for a prototype detector module consisting of nine 6 cm$^3$ quad CPGs.

Another investigation which has just been started is a localized radiation with a strongly collimated $^{137}$Cs source of high activity. The collimated source is mounted on a two-dimensional scanning table with a step accuracy of 0.1 mm which allows for a precise scanning of four detector sides. The collimator channel has a diameter of 0.5 mm and a length of 60 mm. This ensures a spatial resolution of better than 1 mm$^2$ to investigate the local response of the new detector generation. Of special interest is the localized radiation of the area in between the four sub-CPGs to study the effect of charge sharing for events near those regions. Other subjects of interest are the experimental verification of the adjusted depth reconstruction method for the quad approach and to test the possibility of identifying the x-y-position of interactions. The last point is very promising to improve the efficiency of multi-site event identification.
### 4.3 ASIC-based electronics readout system

For the large scale setup a readout system based on integrated circuits is necessary due to the huge amount of electronic channels. A commercially available ASIC-based readout system which serves COBRA’s purposes was identified, tested and bought. The work on this has just begun, a spectrum showing the results of first test measurements is shown in Figure 11. The energy resolution in that measurement is limited by the detector which was of lower quality.

### 5 Pixel detectors

In the past, the COBRA collaboration investigated the possibilities of using hybrid pixel detectors with CdTe sensor layers (for example Timepix) in the search for neutrinoless double beta decay (see [9], [10]). It turned out that with the existing electrical layout of the Timepix, a sensor thickness of 3 mm and a pixel pitch between 165 μm and about 220 μm would be optimal with respect to sensitivity to the effective Majorana neutrino mass for a wide range of possible specific single electron background rates. It could be shown that energy resolutions (FWHM) from 1.3% to 1.6% can be expected for these sensor configurations. For an assumed specific background rate of 0.001 counts/kg/keV/yr at the Q-value the analysis of the track topology, which is partly resolved with such a fine pixel pitch, allowed the identification of 75% of single electrons as such in the simulations. Thus the background can be reduced by about a factor of four by analysis of recorded track topologies. On the other hand, 23% of neutrinoless double beta decays would be classified as background events. After topology analysis with a random decision forest, the detection efficiency amounts to 42% according to simulations. The net benefit of topology analysis was equivalent to a reduction in the background level by only a factor of 2.2 for single electrons. This rather limited potential is a consequence of the current design of pixel detectors: no information about the structure of tracks along the charge carrier drift axis is accessible. After 5 years of measuring time, the sensitivity to the effective Majorana neutrino mass (90% C.L.) would be 59 meV for 420 kg CdTe realized as 3 mm thick layer on a pixel detector with 165 μm pixel pitch, the single assemblies facing each other so that 6 mm thick layers are effectively formed.

Simulations showed that the background level could effectively be reduced by about a factor of 6.5 with a position resolution in the order of 110 μm. The COBRA pixel group developed an algorithm which can reconstruct the average depth of charge carrier generation from the energy signals measured with the pixelated (anode) and the common electrode (cathode) and the recording of the moment the discriminator threshold is exceeded. The Timepix detector cannot deliver all this information for each event, but the new Timepix3 detector in principle can. As the new Timepix3 detector was not available at the moment of this study, the algorithm was tested with the Timepix for the special case for high energy electrons traversing the CdTe sensor layer completely. The experiment was carried out at DESY. At a reduced

![Figure 11: Spectrum of a $^{22}$Na source obtained with the ASIC-based readout system which will be used for COBRA’s first detector module of the large scale setup.](image-url)
bias voltage, it was demonstrated that a position resolution of about 63 µm (σ of Gaussian) could be achieved (see [11]). The three dimensional structure of the high energy electron tracks could be nicely reconstructed. Thus, a single layer solid state TPC has been demonstrated in [11]. Furthermore, it was already demonstrated (see [12]) that the Timepix detector is in principle able to detect the signal of double electron captures. Using this technique a part of the collaboration was able to measure the probability of double vacancy creation in the ordinary electron capture decay of $^{55}$Fe with a statistical error that was reduced by at least a factor of two compared to literature. In this experiment, two Timepix detectors were operated in coincidence with silicon sensors facing each other with a $^{55}$Fe source in between.

It was also shown experimentally in [13] – by exposing a CdTe Timepix detector to alpha particles with 2.8 MeV energy – that alpha particle background can be reduced by at least a factor of 450 000 by analysis of the topology of the set of triggered pixels. In contrast to electrons, alpha particles usually trigger a circularly shaped region of pixels, as the track of typical alpha particle in CdTe is only a few micrometers long. Diffusion of charge carriers during drift to the pixel electrodes leads to the triggering of pixels in circularly shaped region.
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Abstract

The aim of CRESST (Cryogenic Rare Event Search with Superconducting Thermometers) is to search for particle dark matter via their elastic scattering off nuclei in scintillating CaWO\textsubscript{4} crystals. The experiment is located at the Laboratori Nazionali del Gran Sasso (LNGS), Italy, and it uses low background cryogenic detectors with superconducting phase-transition thermometers for the direct detection of WIMP-nucleus scattering events.
1 Dark Matter

Deciphering the nature of dark matter is one the challenges of modern particle physics and cosmology. Despite the prove of existence of dark matter in many astrophysical and cosmological observations and strong arguments that it cannot be made of ordinary matter, a direct detection of this elusive component of the universe has not yet been confirmed. Unfortunately the astrophysical and cosmological observations do not completely constrain the nature of dark matter and the type of interaction with ordinary matter, therefore many different particle candidates can provide a solution for the dark matter problem. WIMPs (Weakly Interacting Massive Particles) are among the best motivated candidates as they naturally arise from extensions of the standard model of particle physics and achieve the correct thermal relic abundance in the early Universe.

In the last few years, many direct dark matter projects have probed with increasing sensitivity the mass-cross section parameter space for WIMP-nucleus elastic scattering [1]. Most of these experiments are suitable for WIMP masses \( \gtrsim 30 \text{ GeV/c}^2 \), where the sensitivity gain is mainly driven by the exposure. Nevertheless, a number of theoretical models favoring lighter WIMP candidates (e.g. [2, 3, 4, 5, 6]) have recently moved the interest of the community to the mass region below 10 GeV/c\(^2\). As such light WIMPs produce only very low-energy nuclear recoils (below keV), the challenge for their detection is to achieve a sufficiently low threshold in terms of recoil energy, with enough background discrimination at these low energies.

2 Detector principle

Cryogenic detectors are low-temperature (mK) calorimeters that measure the energy deposited in the absorber by a particle interaction as an increase of temperature in an appropriate temperature sensor. Such cryogenic calorimeters provide the best energy threshold for nuclear recoils and the sensitivity which are fundamental requirements for dark matter searches. Experiments based on this type of detectors developed strategies to distinguish background from a possible WIMP signal on an event-by-event base. In the case of scintillating materials, e.g. CaWO\(_4\) as used in CRESST, such discrimination is obtained by pairing each scintillating crystal with a light detector measuring the scintillation light, that is different according to the type of interaction. Crystal and light detector are operated as independent cryogenic calorimeters, each equipped with a transition edge sensor (TES).

The TES is a thin tungsten film, stabilized in the transition from the normal to the superconducting state. In the region of the transition, the tiny change of the film temperature (\( O(\mu K) \)) induced by the absorption of the phonons produced by an energy deposition in the absorber leads to a measurable change in resistance which is read out by SQUID-based electronics. A crystal and the corresponding light detector form a detector module. For each particle interaction, a detector module yields two coincident signals (one from the crystal and one from the light detector). The signal in the target crystal provides a sensitive measurement of the total energy deposition (approximately independent of the type of interacting particle), while the signal in the light detector is used for discriminating different types of interactions.
3 The CRESST Setup at LNGS

The main part of the facility at LNGS is a cryostat, whose design had to combine the requirements of low temperature with those of low background. As can be seen in Fig. 1, the dilution unit of the cryostat and the dewars containing cryogenic liquids do not extend into the experimental volume.

![Figure 1: Schematic drawing of the CRESST setup. A cold finger (CF) links the cryostat (CR) to the experimental volume, where the detectors are arranged in a common support structure, the so called carousel (CA). This volume is surrounded by layers of shielding from copper (CU), lead (PB), and polyethylene (PE). The copper and lead shieldings are additionally enclosed in a radon box (RB). An active muon veto (MV) tags events which are induced by cosmic radiation.](image)

The low temperatures are provided by a $^3$He-$^4$He dilution refrigerator and transferred to the detectors via a 1.3 m long copper cold finger. The detectors are arranged in a common support structure, the so-called carousel, and mounted inside the cold box which consists of five concentric radiation shields surrounding the experimental volume and the cold finger. Two internal cold shields consisting of low-level lead are attached to the mixing chamber and to a thermal radiation shield at liquid $N_2$ temperature, respectively, in order to block any line-of-sight from the non-radio-pure parts of the dilution refrigerator to the detectors inside the cold box. The cold box is surrounded by several layers of shielding against the main types of background radiation: layers of highly pure copper and lead shield against $\gamma$-rays, while polyethylene serves as a moderator for neutrons. The inner layers of shielding are contained in a gas tight box to prevent radon from penetrating them. In addition, an active muon veto using plastic scintillator
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panels is installed to tag muons. The veto surrounds the lead and copper shielding and covers 98.7\% of the solid angle around the detectors, a small hole on top is necessary to leave space for the cryostat.

4 Measures for background reduction

The main goal of the current run of the CRESST experiment (run33) was to clarify the nature of the signal excess reported in [7], reducing neutron, $\alpha$ and $^{206}$Pb recoil backgrounds by more than one order of magnitude. To achieve this goal various actions have been taken.

4.1 Neutron background

The existing neutron shielding, consisting of $\sim$40 cm of polyethylene (PE) surrounding the Pb/Cu shielding, has been supplemented with a 5 cm thick PE layer inside the Pb/Cu shield. This was expected to reduce the background from neutrons originating in the Pb/Cu shield by more than an order of magnitude, as estimated by a GEANT4 simulation purposely performed. Part of this additional shielding is placed in the vacuum inside the cold box (see Fig. 2) and another overlapping part is placed outside. The outside part may be removed to still allow a neutron test with an external neutron source during the run.

![Figure 2: PE shielding placed inside the outer vacuum can of the cryostat.](image)

4.2 Degraded alphas and $^{206}$Pb nuclear recoil background

The origin of the degraded alphas and $^{206}$Pb nuclear recoil background has been extensively discussed in [7].

4.2.1 Passive reduction

Passive reduction of these backgrounds is aimed in the current run by equipping conventional detector modules with new holding clamps from purpose-produced ultra pure CuSn6 and by avoiding radon exposure during production of clamps and assembling of detectors. Out of the 18 modules installed for the current run, 12 have a conventional design with new ultra-pure CuSn6 clamps.
4.2.2 Active reduction

Active reduction of the $^{206}$Pb nuclear recoil background is pursued by using new ‘actively discriminating detector’ designs which allow to tag $\alpha$ decays originating from all inner surfaces of the detector module. Three new detector designs, tested during the last years in our R&D cryostat in the underground lab, are used in the current run. Fig. 3 shows two of them sharing the use of a cylindrical CaWO$_4$ disk (carrier crystal) glued to the target crystal. Common for both designs is that the holding clamps are not in contact with the target, but only with the carrier crystal. The module on the left side has a fully scintillating holder design which allows to distinguish the background from surface $\alpha$ decays by using the additional light signal of the $\alpha$ as a veto. The module uses clamps covered with Parylene which was measured to be a good scintillator even at low temperatures. The module on the right side does not use a conventional light detector, but the light detector is instead a silicon beaker completely surrounding the target crystal which allows to actively discriminate surface $\alpha$ decays with full efficiency. Both designs rely on the possibility to distinguish between events in the carrier and in the target crystal. For the left design this is needed to distinguish possible stress-relaxation events originating from the contact between the Parylene coated clamps and the crystal. In the right design there is no line of sight between target crystal and clamps. In this case non scintillating clamps can be used and the discrimination is needed to identify possible recoiling nuclei in the carrier crystal originating from the clamps.

Figure 3: Scheme of the actively discriminating detector designs with crystal clamped on carrier.

The third new detector design (see Fig. 4) uses CaWO$_4$ sticks to hold the crystal (a detailed description can be found in [8]). The sticks are held in place by clamps outside the scintillating housing and therefore also this design is fully scintillating. Further innovation in this design is the use of a cuboidal crystal instead of a cylindrical one for improved light collection.

Figure 4: Scheme of the actively discriminating detector design which uses CaWO$_4$ sticks to hold the target crystal.
Two modules of each of the new detector designs are currently installed.

5 Current status of the experiment

The experiment has been acquiring data since July 30th 2013. The data set until January 7th 2014 has been used for a first evaluation of the detector performance and of the impact of the various actions for background reduction which have been implemented for this run.

The data set shows that the residual neutron background has been efficiently suppressed with the introduction of the additional PE layer inside the Pb/Cu shield. The background of degraded α's has also been completely removed by introducing the new holding clamps. The $^{206}$Pb nuclear recoil background, however, was impossible to suppress with passive techniques such as cleaning and shielding the detectors. This background is efficiently suppressed only in the three new “actively discriminating detector” designs that were introduced.

Figure 5: Low-energy spectrum of all events recorded with a TUM grown CaWO$_4$ crystal, corresponding to an exposure of 29.35 kg live days. The average rate of $e^-/\gamma$ background in the region shown is about 3.5/[kg keV day]. The visible lines mainly originate from cosmogenic activation (see text).

Four of the 18 CaWO$_4$ crystals operated in the present run have been produced at the crystal growing facility of the Technische Universität München [9]. Due to the improved selection of raw materials and the control of all production steps, these crystals show a significant gain in terms of radiopurity with respect to the commercially available ones (a factor of 2 to 10 lower $e^-/\gamma$ background in the region of interest and a significant reduction of the $\alpha$ contamination corresponding to a total intrinsic alpha activity from natural decay chains of about 3 mBq/kg [10, 11]). The low energy spectrum of the crystal named TUM40 is shown in Fig. 5. The prominent peaks at $\sim$2.6 keV and $\sim$11.3 keV can be attributed to M1 and L1 electron capture decays of cosmogenically produced $^{179}$Ta. The fitted peak positions agree with the tabulated values of the binding energy of the Hf M1 and L1 shells [12] within deviations of 0.5 eV and 2 eV, respectively.

The improved radiopurity has a great impact on the low energy region, where it allows a significant gain in sensitivity for low WIMP masses.
6 Results

The data set from a single “actively discriminating detector” module of the design shown in Fig. 4, corresponding to an exposure of about 29 kg days, has been used to derive a limit for the cross section of spin-independent WIMP-nucleon scattering presented in [13].

![Figure 6: WIMP parameter space for spin-independent (\(\sigma \propto A^2\)) WIMP-nucleon scattering. The 90 % C.L. upper limit (solid red) is depicted together with the expected sensitivity (1 \(\sigma\) C.L.) from the background-only model (light red band). The CRESST 2 \(\sigma\) contour reported in [13] is shown in light blue. The dash-dotted red line refers to the reanalyzed data from the CRESST commissioning run [14]. Marked in grey is the limit for a background-free CaWO\(_4\) experiment arising from coherent neutrino-nucleus scattering, dominantly from solar neutrinos. Shown in green are the limits (90 % C.L.) from Ge-based experiments: Super-CDMS (solid) [15], CDMSlite (dashed) [16] and EDELWEISS (dash-dotted) [17]. The parameter space favored by CDMS-Si [18] is shown in light green (90 % C.L.), the one favored by CoGeNT (99 % C.L. [19]) and DAMA/Libra (3 \(\sigma\) C.L. [20]) in yellow and orange. The exclusion curves from liquid xenon experiments (90 % C.L.) are drawn in blue, solid for LUX [21], dashed for XENON100 [22]. Marked in grey is the limit for a background-free CaWO\(_4\) experiment arising from coherent neutrino scattering, dominantly from solar neutrinos [23].

The exclusion limit we get is shown as solid red line in Fig. 6. A Monte Carlo simulation, based on a background model assuming the presence of \(e^-/\gamma\)-backgrounds only [11], gives the light-red band (1 \(\sigma\) CL). The limit derived from data and this simulation agree throughout the whole WIMP mass range indicating that the events in the acceptance region may be solely explained by leakage of the \(e^-/\gamma\)-background. The CRESST exclusion limit rises more moderately and has lower systematic uncertainty than the limits from other experiments when going to low WIMP masses. These distinctive features, which come from the possibility to simultaneously probe a possible WIMP signal on different nuclei (including the very light oxygen nuclei) and to measure nuclear recoil energies with little systematic uncertainty, mark the uniqueness of the experimental technique [13]. The result from the data obtained already excludes the lower mass maximum (M2), but more statistics is required to improve the limit at higher WIMP masses and, thus, to clarify the origin of the higher mass maximum (M1). For this reason the current run will go on until an exposure of about 500 kg days is collected with the actively discriminating modules, which is expected to
be achieved in 2015 (see Fig. 7).

![Figure 7: In addition to the limits shown in Fig. 6, the expected sensitivity for an exposure of about 500 kg days with the actively discriminating modules is shown.](image)

7 Conclusions

With an exposure of 29.35 kg live days collected in 2013 we set in [13] a limit on spin-independent WIMP-nucleon scattering which probes a new region of parameter space for WIMP masses below 3 GeV/c², previously not covered in direct detection searches. The improved performance of the upgraded detector manifests itself in a significantly improved sensitivity of CRESST-II for very low WIMP masses. A possible excess over background discussed for the previous CRESST-II phase [7] is not confirmed.
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Abstract

CUORE is a challenging experiment designed to exploit the cryogenic bolometer technique to reach a sensitivity of the order $10^{26}$ years on the $\beta \beta (0\nu)$ half-life of $^{130}\text{Te}$, thus approaching the inverted hierarchy region of the neutrino masses. The detector will consist of a close-packed array of TeO$_2$ crystals containing $\sim 206$ kg of $^{130}\text{Te}$ in total and cooled to an operating temperature of $\sim 10$ mK inside a large, dedicated cryostat.

CUORE has almost completed the construction phase and is now in an advanced stage of installation and commissioning. For more than two years, assembly and commissioning activities have been underway on site. All detector construction-related activities have been completed essentially on schedule. The 19 towers of CUORE are now safely stored underground inside their cases waiting for the final installation inside the CUORE cryostat. The finalization and commissioning of the cryogenic system still represents the most serious challenge towards the final installation of the detector and the start of the data taking. The recently obtained, successful cool down of the CUORE cryostat below the design temperature of 10 mK is therefore a crucial milestone which strengthen the expectations for a successful completion of the commissioning plan in 2015.

‡ Deceased

† Spokesperson
1 Detector components

The CUORE detector will consist of 988 TeO$_2$ crystals arranged into 19 identical towers. Each tower will contain 52 crystals held securely inside a copper structure by specially-designed PTFE brackets (Fig. 1).

A temperature sensor (neutron-transmutation doped (NTD) Germanium thermistor) and a Joule heater are glued to one face of each crystal. After a tower is assembled, gold wires are bonded directly from the thermistor and heater to readout ribbons held in specially designed copper trays fixed to the tower structure. A complex procedure for cleaning the tower copper parts—the so-called “TECM” process, based on a sequence of mechanical, electro-chemical, chemical, and magneto-plasma treatments—has been developed in order to guarantee that background contributions from radioactive surface contaminants are reduced to an acceptable level.

A detector-part database has been developed to store relevant information about every component of the CUORE detector, i.e. production time, cleaning history, sea-level exposure time intervals, and so on.

1.1 Crystals

The $5 \times 5 \times 5$ cm$^3$ TeO$_2$ crystals were grown at the Shanghai Institute of Ceramics, Chinese Academy of Sciences (SICCAS). Crystal production has proceeded steadily since 2009 at a dedicated clean room facility in Jiading, China, and batches of finished crystals were shipped to LNGS every 1–2 months, traveling by sea to limit cosmogenic activation. All 1063 TeO$_2$ absorbers have now been delivered to LNGS. After a visual inspection, the delivered crystals are stored in nitrogen-fluxed cabinets in CUORE’s underground Part Storage Area (PSA). Of the 1063 delivered crystals only a fraction (24) were found to have some visible internal flaws, whose origin is unknown. These crystals were returned to SICCAS and replaced with new ones.

Approximately 4% of the delivered crystals are tested as cryogenic bolometers to verify their radio-purity and to check overall performance. In these so-called CUORE Crystal Validation Runs (CCVRs), four crystals are randomly selected from the most recent shipments, assembled into a detector module, and cooled to 10 mK inside the CUORE R&D cryostat in Hall C at
LNGS. Each CCVR typically lasts for $\sim 1$ month, which is the time needed to acquire sufficient statistics to verify that the crystals meet contract specifications. The last CCVR has been performed in summer 2013. All of the tested crystals have met or exceeded the desired energy resolution and the contract specifications for bulk radioactivity and dimensional tolerances. Based on this, we expect all crystals to meet the requirements for CUORE.

In June 2013, three workers from SICCAS spent two weeks at LNGS to reprocess the surfaces of a total of 44 $\text{TeO}_2$ crystals which had been used for CCVRs or which suffered a failure during the gluing procedure. The polishing of the crystal surfaces was accomplished using the same procedures followed at the Chinese plant. Crystals were then vacuum-packed in a double-layered PET bag, before returning to the PSA storage. All crystals have now been assembled into towers.

1.2 NTD thermistors

Each CUORE crystal is instrumented with a NTD Ge thermistor for signal readout. These devices are produced by irradiating pure Ge wafers at the MIT research reactor for precise lengths of time. This procedure dopes the semiconductor very homogeneously and also very close to the metal-insulator transition, a necessary characteristic of these specialized thermistors. After a nine-month radioactive-decay “cool-off” period, the wafers are further processed into sensors at LBNL. To date, more than 1500 CUORE-specific thermistors have been prepared in this manner. About 1000 are needed to fully instrument CUORE, including 988 used for direct event detection and the remainder used for monitoring temperatures around the cryostat.

In August 2013, the assembly team encountered unusual wire-bonding problems with some of the thermistors in Towers 5 and 6 (Towers 1, 2, 3, and 4 were bonded successfully). Wires were not adhering properly to the gold contact pads on the NTDs during the usual ball-bonding process. Rutherford backscattering (RBS) and Secondary Ion Mass Spectrometry (SIMS) measurements conducted on both bondable and problematic NTDs revealed significant contact metal/Ge alloying within the problematic bonding pads. The measurements are consistent with an overheating of the Ge substrate during the vacuum-deposition plating process. Two batches of thermistors that show this phenomenon were identified: those produced in December 2011 and a second set delivered in mid-2013.

In light of this, we have sampled all remaining NTD batches to identify those that are easily bondable prior to gluing the thermistors onto the $\text{TeO}_2$ crystals. We have also developed specific techniques that allow us to successfully wire bond to the alloyed-contact devices that are already installed in towers. Concurrent with this work, we designed and fabricated a new mask for producing all remaining thermistors. The new mask incorporates the use of high thermal-conductivity materials, reflective coatings, and a thermal shield to reduce the overall heat load on the NTDs during contact formation. These improvements have shown to be quite effective and the new mask has subsequently been used to fabricate two new batches of devices.

The remaining towers were then assembled with “certified bondable” NTDs and were successfully wire bonded. The 19 towers of CUORE are now complete and are safely stored underground inside their cases waiting for the final installation inside the CUORE cryostat.

1.3 Copper parts

The copper parts that form the scaffolding for the CUORE detector towers are fabricated in the Milano Bicocca and Legnaro workshops, cleaned at LNL (Laboratori Nazionali di Legnaro) according to a special protocol (see Section 1), and then placed in underground storage at LNGS (PSA) until the time comes for assembly. Both the design of the tower structure and the surface cleaning methods are rather different with respect to those used in Cuoricino. A complete test of
the copper fabrication, cleaning, and assembly sequence was possible only via the construction and operation of the CUORE-0 tower.

The production of all the copper parts for the 19 towers of CUORE and a some spare parts was completed by the end of 2013. Based on the successful completion of the detector parts cleaning plan and in order to exploit the experience of the Legnaro group, the possibility to clean with the same accuracy the cryostat interfaces was discussed at the end of 2013. Many of these components directly face or are very close to the detector and special care was devoted to their preparation (material procurement, machining and cleaning) with radio-purity constraints comparable with those of the detector parts. A full inventory and detailed cleaning plan together was completed in Spring 2014. The inventory included:

- the tower support plate (TSP) together with a large number of ancillary parts for the routing and shielding of the sense wires from the detectors
- the detector copper cage and its ancillary parts (screws and supporting elements)
- lowest part of the cold lead shield on the top of the detector
- terminations of the suspending systems of the TSP and of the above mentioned lead shield.

In September 2014, a new chemical plant and an upgrade the old plasma system was completed and the Legnaro group started to clean the more than 2200 copper cryostat components. In order to reduce the cleaning time and respect the CUORE schedule, three protocols were implemented: chemical low protocol, chemical high protocol, and the standard CUORE protocol. The chemical low protocol consists in pre-cleaning plus cold chemical etching. The chemical high protocol proposes pre-cleaning, chemical etching and SUBU. The standard CUORE protocol references to pre-cleaning, tumbling where possible, electropolishing, SUBU and plasma cleaning. These protocols replace the original plan to apply a polyethylene wrap to the most
critical copper interfaces. Selection of the protocol was based on the position of the component inside of cryostat, and the distance from the detector. The Detector interface copper components, top lead, suspension, thermalization, TSP (fig. 2), wiring, DCS, FCS, Top Shield, Bottom Shield) were completed in December 2014. The last components, Side Shields, MC Vessel, Fast Cooling, will be completed by May 2015. After the completion of the cryostat components, the spare tower copper parts, presently stored in the Baradello cave, will be cleaned.

2 Electronics and data acquisition

The goal of the CUORE electronics is to provide an effective low-noise system for reading and monitoring CUORE detectors. It is interfaced to the CUORE data acquisition system (DAQ) which records the data and provides a link with the slow-control and data analysis tools.

2.1 Front-end electronics

The Front-end electronics system is almost complete with only a couple components waiting for their final testing. The design of the system was done at INFN of Milano-Bicocca, the production was done at the University of South Carolina, while testing and calibration was done at the University of California at Los Angeles, and at INFN Milano-Bicocca. The system consists of several sections. From the detectors to the DAQ system, they can be listed as:

- the connecting links between the detectors and the mixing chamber
- the connecting links between the mixing chamber and the room temperature connectors on the fridge
- the connections between the fridge connectors and the very front-end inputs
- the preamplifiers
- the very front-end, located on the mainboards, on top of the fridge
- the antialiasing filters, close to the DAQ system

In addition to the components for extracting data from the detectors, a pulser/DC generator is used to correct gain instabilities. This device is a very stable voltage source capable of generating pulses and DC signals with a very high stability, at the level of a ppm/°C. The power supply to all these boards consists of a 3 stages system: AC/DC, DC/DC and the linear power regulator, several units are provided.

All the listed parts are fully programmable and can also be monitored thanks to a series of 32 bit CISC ARM micro-controllers located on the boards themselves. Communication between the micro-controllers and the DAQ is through a CAN-bus interface on fiber optics. A series of additional secondary boards such as backplanes and similar, have also been developed.

All the the Front-end main boards, the Bessel filter boards, the Pulser boards and the power supply DCDC and linear regulators were produced and tested. The full set of Bessel boards has also been already pre-installed in Milan and delivered to LNGS (see fig.3). Pre-installation of the main boards is ongoing. Presently, the only part still in production is the FE underplane, a secondary board to provide the power supply distribution to the FE main boards. These units are expected to be available in spring 2015.
Figure 3: One of the crates with the bessel filters (left) and the climatic chamber used for the front-end pre-installation tests (right).

2.2 Faraday cage

The Faraday Cage is mainly needed to shield the high-impedance signal links between the detectors and the front-end electronics from disturbances coming from the main power line (50 Hz), cryogenic pumps and all other EMI interferences which may be injected from the outside. Located on the second floor of the CUORE building, the cage will exploit the existing vertical beams (building steel work) as a mechanical support. The current design consists of a room $6 \times 6$ m$^2$ wide, 2.5 m tall, made of panels chosen for their shielding properties supported by Aluminum profiles. The interfaces between panels were optimized with simulations.

The shielding panels (Skudal S3022 by Selite) are currently being manufactured by the company. The panels are made of Skudotech, a flexible high magnetic permeability material, held between Aluminum layers, with a total thickness of 5 mm and a weight of about 15 kg per square meter. The order for the Aluminum profiles to support the panels was also placed. All the hardware needed to mount the Faraday room is expected to be ready before summer 2015.

2.3 Slow control

The CUORE Slow Control System (CUORE-SCS) development is carried out by the INFN groups of Bologna, LNGS, Milano-Bicocca, by the University of Cassino and Southern Lazio and by the US group at MIT. The Cassino Group has developed the CUORE-Cryogeny Monitor and Control System (CMCS) and part of the related equipment and acquisition system. The CMCS is a LabView based slow control system that fully acquire and monitor all the parameters coming from the CUORE-Cryogeny instrumentation (Thermometry and related read-out electronics, Pressure Gauges, Pulse Tubes, Fast Cooling System, Cryomech Compressors, Dilution Unit, Gas Handling Systems, Vacuum Pumps, Gas Blowers, Water cooling System) and takes active decisions on all the vital components of the CUORE Cryogenic System. All the information coming from the mentioned devices reach the CMCS Rack where the cryogenic temperature monitors (AVS 47B, LakeShore 218 TM, etc.), Thermometer Remapping Boxes (TRB), controllers for pumps, valves and other devices are located. The heart of the CMCS is a Real Time NI PXI Express with its modules that allow us to acquire and control each single
CUORE-Cryogeny device.

The LabVIEW data from the CMCS is logged to a local computer. The MIT group then copies this data to a general slow monitoring computer where it is archived and uploaded to a MongoDB database. This database is part of the CORC system which provides high level viewing through a webpage for both the data acquisition and slow monitoring system, especially for shifters. The development of the high level interface is ongoing by the MIT group.

To ensure that the whole system runs smoothly, the Bologna group has setup a Nagios monitoring system onsite. Nagios is an open-source package that has the ability to remotely monitor: services (ssh, http, tcp/udp ports, ping...), resources (CPU load, disk space, memory, swap, single processes...) and network devices (host, switch, routers...). It is used within the slow-control system to monitor:

- that each LabView VI is running (either on pc or PCI) and updating the data sent to upper level;
- that CORC is active;
- that the relevant databases are running (and eventually their metrics);
- that the DAQ system is running;
- that the internal network is active.

Nagios runs inside the CUORE internal network and pushes the information collected there to an external instance that can be reached from the internet. The status of monitored systems is shown on a web page. Additionally, in case of problems or failures, emails will be automatically sent to the people in charge of the various subsystems.

3 Data acquisition system

All the hardware for the CUORE data acquisition system is now procured. The system has been pre-installed in Genova and is ready for delivery at LNGS. It is composed by 66 NI-PXI-6284 digitizer boards, for a total of 1056 analog input channels. The digitizer boards are hosted in six PXI chassis that are contained in two rack cabinets (3 chassis each). These two rack cabinets also contain the DAQ-Bessel interface boards. A third rack cabinet hosts the six computers dedicated to the data readout (one per chassis) and the event builder computer. The three DAQ rack cabinets will be delivered to LNGS and placed on the second floor of the CUORE hut as soon as the CUORE faraday room installation will be complete.

4 Readout system for the commissioning of the CUORE cryostat

A complete readout system for the commissioning of the CUORE cryostat was installed in the second floor of the CUORE hut in December 2014. The detectors have been organized in what was called mini-tower, consisting in 31 channels (8 bolometers plus diagnostic NTD thermometers). This was a very good occasion to test the Electronics and the DAQ systems, as we installed a full, although reduced in quantity, readout system. Several achievements have been obtained: system layout, pre-installation, installation, working condition, detector characterization and signal acquisition. The readout system consisted in:
• A set of 6 fridge to very front-end cables: the mini-tower and the thermometers were connected on several output ports.

• One complete very front-end chassis hosting 13 complete boards, 76 channels, of which only 31 connected to the detectors. The chassis was competed by its linear power supplies. We used a complete chassis because the detector channels were distributed over several cables from one side, and to study the working condition in the experimental area on the other side (input channels not connected to the detectors can be shorted to ground).

• One chassis hosting 7 CUORE Bessel filter boards, 84 channels.

• One calibration CUORE pulser board, with 4 pulser channels.

• A complete usb to can bus communication system between the DAQ and every board for slow control. A set of, specially developed, glue boards were used to convert to fibre optic the electrical digital signals.

• A supply chain consisting of an ACDC followed by DCDC and a filter to supply the linear power supply.

• One chassis with 5 digitizer boards, 80 channels total. Four boards were for standard bolometer signal readout, while the last board was devoted to tests of a PID system for the temperature stabilization of the detectors.

• One chassis hosting 4 DAQ-Bessel interface boards, 96 channels total.

The DAQ, Bessel, and DAQ-Bessel interface chassis were hosted in a rack cabinet, that also hosted a power distribution unit. The front end and pulser boards were placed on top of the 300 K flange of the CUORE cryostat, over the Y-beam. The signal connection between the front end and the Bessel boards, and between the Bessel boards and the DAQ-Bessel interface boards, was made of commercial DB-25 shielded cables. The signal connection between the DAQ-Bessel interface boards and the DAQ boards was made with commercial NI-SHC68 shielded cables. The CUORE data acquisition and electronics control software was hosted on a dedicated computer. The data transmission between the DAQ chassis and computer was provided by a commercial optical link (NI-PCI-PXI-8336).

The installed readout system was successfully used during the commissioning test of the CUORE cryostat (Run2, december 2014). This was the first time that the CUORE electronics was used for the readout of bolometric detectors. An extensive test of the readout system could not be performed as the cryogenic system was maintained cooled for a short time. However, a lot of useful information could be obtained. The basic functionalities of all the components of the system were successfully checked, and only a few minor bugs in software and firmware have been identified and solved. Apart for minor improvements, the readout system is ready for being used for the next cold commissioning run of the CUORE cryostat, foreseen for summer 2015.

5 Cryogenics

In September 2014 the cryostat reached \(~6\) mK under stable conditions. This was a major milestone for the cryogenic commissioning. The cryostat performance was then characterized and a cooling power at 10 mK that fully matches the experimental requirements, was eventually
measured. This completed the first (Run 1) of the three successive cool downs to base temperature which characterize the Phase 2 of the cryogenics commissioning. Each run is characterized by an increasing level of complexity due to the addition of new elements of the cryogenic system. The preparation of Run 2 (inclusion of the wiring system) was immediately started. A thousand of readout channel for the CUORE detectors were successfully installed.

The start of Run 2 cool down is expected for mid November 2014. Meanwhile the preparation of the components for Run 3 (full load) is progressing with the machining of the Roman lead for the cold shields and the recent delivery at LNGS of the Fast Cooling System for the last phase of commissioning.

5.1 Installation and test of the cryogenic set-up

Phase 2 of the Cryostat commissioning is devoted to the test and optimization of all the components of the cryostat (plates, vessels, wires, Pb shields, and suspensions, fig. 5) at base temperature, before the installation of the 19 towers. Run 1 of Phase 2, the so called “no load test run”, was focused on reaching a stable base temperature on the 10 mK vessel and plate and showing the aspected cooling power. The Run was actually the sum of 3 successive cool downs in which the system was debugged to the level of meeting the CUORE specifications. In run 1.3 the 10 mK vessel reached the expected temperature and actually the record temperature of 6 mK with the ∼400 kg of copper of the innermost vessel and plate. This is by far the largest mass ever cooled to this temperature.

The characterization of the system at base T showed the expected cooling power (∼10 µW) at 10 mK. After the conclusion of Run 1.3, in September 2014 the preparation for Run 2, the
Figure 5: Details of the internal sections of the cryostat.

Figure 6: Cryostat wiring system: details of one of the 5 junction boxes (left) and of one of the room temperature connector boxes (center). The 2-floor CUORE test tower installed in run 2 (right).
so called Wire Test Run, was started.

The full set of wires for the CUORE bolometers was installed, including all the detector thermistors, heaters and thermometry channels (∼ 3500 wires). All the wires, divided in 6 output Fischer boxes, were properly thermalized at each T step (4 K, 600 mK, and 50 mK) and connected to the Junction Boxes on the 10 mK plate (Fig. 6). All the wires were electrically tested for continuity and grounding.

A revamping of the IVC and OVC thermometry for full cryostat cool down and operation monitoring (over 60 thermometers) has been completed. This includes different kinds of thermometers for the different T stages: silicon diodes are used for the 300 K - 2 K range, Ruthenium oxide sensors are used from few K down to 50 mK. Fixed Point Sensor and two CMN thermometers were installed on the 10 mK plate for T <40 mK. Also, recently a Noise Thermometer was installed on the 10 mK for base T monitoring. It should provide complementary information with respect to the CMN. The start of the Run 2 cool down procedure is expected for mid November. It includes also the first measurement with an actual detector: a “mini-tower” (2 floors, fig. 6 right) assembled with the same parts and procedures of CUORE. It will be also read-out with a full CUORE electronics and DAQ chain.

5.2 External Shield

The external shield is designed to screen the cryostat from environmental neutrons and γ’s. Neutron thermalization and absorption is achieved by a borated polyethylene terephthalate (PET) floor and by lateral walls of PET followed by boric-acid powders, which are poured in plastic frames. The B-PET shield is followed by lead blocks. To ease its installation on the ground floor of the hut, the steel structure holding the shield was divided into three horizontal rings. The rings were produced by Comasud (Teramo, Italy) and delivered to LNGS. The
installation of the shield was interleaved with commissioning activities at the ground floor of the CUORE building. The shield is presently completely installed, apart from one third of the lateral lead ring that will be installed during cold Run 2, after all the vessels will be installed back on the cryostat (fig. 7 left).

5.3 Cold Lead shield

The cold lead shield is designed to screen the detector from the residual environmental $\gamma$ radioactivity (unshielded by the external lead shield) and from the radioactivity of the cryostat components. It consists of 30 cm thick (modern) lead disk (and its copper supporting and thermalizing structure) on the top, and a 6 cm thick cylindrical structure (side and bottom) realized with ancient lead from a roman ship sunk near Oristano (fig. 7 right). 270 ingots were granted to INFN in exchange for the recovery of 1000 ingots and a series of archeometric measurements on the lead samples. Ingots could be melted after cutting the top part with the roman inscriptions. Roman lead ingots are covered with a thick layer of fouling and has therefore to be cleaned before melting. The ingots cut have been performed in the last months at LNGS using a proper band saw. Ingots cleaning will be performed in the next days by an italian company with a cryo-blasting technique based on the use of dry ice. The resulting ingots will be transferred within the end of this year to a german company where they will be melted with a specially designed technique characterized by a controlled atmosphere (nitrogen flux) and minimum machining to get the requested mechanical tolerances.

6 Detector assembly

The assembly of the CUORE detector towers started in late February 2013. The aim was to complete all 19 towers by Summer 2014. Apart from minor details, the assembly of the 19th tower was completed in the second half of July 2014, in excellent agreement with the CUORE schedule. The 19 CUORE towers are presently stored in the underground CUORE building waiting for their installation inside the CUORE cryostat during the summer 2015 (fig. 8). The details of the assembly procedure were amply described in previous reports. Except for cleaning, all of the activities have been carried out inside the clean room on the first floor of the CUORE hut. The assembly of the detector has been an excellent example of a successful collaboration effort characterized by a very good organization and an effective share of the resources.
7 CUORE-0

The goal of CUORE-0 is to test the mechanical assembly and cleaning procedures developed for the CUORE detector. CUORE-0 is a single CUORE tower built in full accordance with the CUORE procedures and using the CUORE assembly line. After solving a number of serious problems related to the aging cryogenic setup of CUORICINO, the detector was finally successfully cooled down in March 2013. It is expected that with a little more than one year of CUORE-0 physics data that the experiment will exceed the sensitivity of CUORICINO. As of the writing of this report, we are preparing to release this result.

7.1 Detector operation

After we reached the base temperature of $\sim 10$ mK on all the detectors, in April 2013 the detector optimization phase started. A lot of effort was spent in order to understand and reduce all possible sources of noise that worsen the performance of the detectors.

At the end of April 2013, data taking started. Even though some interruptions occurred due to cryostat maintenance, we run the detector for 4 months, up to the end of August 2013, collecting a total statistics of 6.86 kg·y. After the long maintenance stop in September 2013, the operating conditions of the cryogenic system have dramatically improved and the system was run smoothly for about 1 year, with a run time efficiency of $\sim 80\%$ (Phase II). On October 2014 the data taking was stopped, in order to further maintain the cryogenic system, and the data taking resumed on November 7th. CUORE-0 data taking continues with several special calibrations until CUORE data taking starts.

As was reported in previous reports, the total spectrum obtained by summing all calibration spectra of all active channels (49 out of 52) acquired during Phase II shows a FWHM resolution at 2.615 MeV of 4.8 keV, demonstrating that the 5 keV CUORE goal is reached. An exposure of 18.1 kg·y ($\sim 5$ kg·y of $^{130}$Te) was obtained in the period from March 2013 until May 2014 (Phase I + Phase II). The background rate in the $\alpha$ continuum is $0.020 \pm 0.001$ counts/(keV·kg·y), that is a factor of $\sim 6$ less than CUORICINO ($0.110 \pm 0.001$ counts/(keV·kg·y)). The background rate in the ROI is $0.063 \pm 0.006$ counts/(keV·kg·y) (was $0.153 \pm 0.006$ counts/(keV·kg·y)) in CUORICINO. This corresponds to a background reduction in the ROI of a factor of $\sim 2.5$ with respect to CUORICINO. These results validate the enhanced cleaning and assembly techniques undertaken for CUORE and confirm the background model developed from CUORICINO.

The expected CUORE-0 sensitivity surpassed the sensitivity of the CUORICINO in February 2015. The collaboration anticipates releasing a CUORE-0 result shortly.

8 Publications in 2014


Abstract

DAMA is as an observatory for rare processes located deep underground at the Gran Sasso National Laboratory of the I.N.F.N. (LNGS) that develops and exploits low background scintillators. In 2014 the main experimental activities have been performed with:
1 DAMA/LIBRA

DAMA/LIBRA (Large sodium Iodide Bulk for Rare processes) is a unique apparatus for its sensitive mass, target material, intrinsic radio-purity, methodological approach and all the controls performed on the experimental parameters (c.f.r. [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11] and the 2014 publication list). It is the successor of DAMA/NaI [12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24], with a higher exposed mass, higher duty cycle and increased sensitivity. The main goal of DAMA/LIBRA is the investigation of the Dark Matter (DM) particles in the galactic halo by exploiting the DM model independent annual modulation signature [25, 26].

The granularity of the apparatus (25 detectors in a matrix $5 \times 5$) is an important feature to study Dark Matter and for background identification since Dark Matter particles can just contribute to events where only one of the 25 detectors fires (single-hit events) and not to whose where more than one detector fire in coincidence (multiple-hit events). The apparatus has also the unique feature (as well as DAMA/NaI) that gamma calibrations are regularly performed down to the software energy threshold in the same conditions as the production runs, without any contact with the environment and without switching-off the electronics. The high light yield and other response features have allowed working in a safe and reliable way down to 2 keV (DAMA/LIBRA-phase1). At the end of 2010 new photomultipliers (PMTs) with higher quantum efficiency [6] have been installed, some other optimizations have been done and the data taking of DAMA/LIBRA-phase2 then started. Among the scientific goals of this set-up we also recall here: i) investigation with high sensitivity of the DM particle component in the galactic halo by the model independent approach known as DM annual modulation signature, with highly precise determination of the modulation parameters (which carry crucial information); ii) corollary investigations on the nature of the candidate and on the many possible astrophysical, nuclear and particle physics scenarios; iii) investigations on other possible model dependent and/or model independent approaches to study Dark Matter particles, second order effects and some exotic scenarios; iv) improved search for processes of Pauli exclusion principle violation in $^{23}$Na and $^{127}$I; v) search for possible electric charge non-conservation (CNC) processes, as the electron decay into invisible channels and in the $e^- \rightarrow \nu_e + \gamma$ channel, and excitations of nuclear levels of $^{23}$Na and $^{127}$I after CNC electronic capture, ... ; vi) search for possible nucleon, di-nucleon and tri-nucleon decay into invisible channels in $^{23}$Na and $^{127}$I; vii) search for solar axions by Primakoff effect in NaI(Tl); viii) search for nuclear rare decays in $^{23}$Na, $^{127}$I and Tl isotopes (as e.g. superdense states, cluster decay, ...); ix) search for neutral particles (QED new phase) in $^{241}$Am decays, etc.

Most of these investigations require further dedicated data taking and high exposure to reach competitive sensitivities. As regards the DM features, which can be suitably exploited further collecting very large exposure, see e.g. the Sect 6 of Ref. [17] and the Appendix of Ref. [2]. In particular, the latter shows how the decreasing of the software energy threshold as in the present...
DAMA/LIBRA-phase2 offers the unique possibility to investigate the modulation amplitude at the lowest energy, where a discrimination power can disentangle among many of the possible DM scenarios.

1.1 Final model-independent result of DAMA/LIBRA-phase1 on DM annual modulation

The results obtained with the total exposure of 1.04 ton × yr collected by DAMA/LIBRA-phase1 during 7 annual cycles have been presented at international conferences and the paper on the final model independent result of DAMA/LIBRA-phase1 was published [4].

Fig. 1 shows the time behaviour of the experimental residual rates of the single-hit scintillation events measured by DAMA/LIBRA–phase1 in the (2–4), (2–5) and (2–6) keV energy intervals as a function of the time. The time scale is maintained the same of the previous DAMA papers for coherence. The data points present the experimental errors as vertical bars and the associated time bin width as horizontal bars. The superimposed curves are the cosinusoidal functions behaviours $A \cos \omega(t - t_0)$ with a period $T = \frac{2\pi}{\omega} = 1$ yr, a phase $t_0 = 152.5$ day (June 2nd) and modulation amplitudes, $A$, equal to the central values obtained by best fit on the data points of the entire DAMA/LIBRA–phase1. The dashed vertical lines correspond to the maximum expected for the DM signal (June 2nd), while the dotted vertical lines correspond to the minimum.
tion events in the (2–4), (2–5) and (2–6) keV energy intervals for the complete DAMA/LIBRA-phase1. The residuals of the DAMA/NaI data (0.29 ton × yr) are given in Refs. [2, 16, 17]. We remind that these residual rates are calculated from the measured rate of the single-hit events after subtracting the constant part: \(< r_{ijk} - flat_{jk} >_{jk}\). Here \(r_{ijk}\) is the rate in the considered \(i\)-th time interval for the \(j\)-th detector in the \(k\)-th energy bin, while \(flat_{jk}\) is the rate of the \(j\)-th detector in the \(k\)-th energy bin averaged over the cycles. The average is made on all the detectors (\(j\) index) and on all the energy bins (\(k\) index) which constitute the considered energy interval. The weighted mean of the residuals must obviously be zero over one cycle.

In general it is worth noting that rejection strategies cannot safely be applied to the data when a model-independent signature based on the correlation of the measured experimental rate with the Earth galactic motion is pursued; in fact, the effect searched for (which is typically at level of few %) would be largely affected by the uncertainties associated to the rejection procedure. On the other hand, the signature itself acts as an effective background rejection.

The DAMA/LIBRA-phase1 data give evidence for the presence of DM particles in the galactic halo, on the basis of the exploited model independent DM annual modulation signature by using highly radio-pure NaI(Tl) target, at 7.5 \(\sigma\) C.L.. Including also the first generation DAMA/NaI experiment (cumulative exposure 1.33 ton × yr, corresponding to 14 annual cycles), the C.L. is 9.3 \(\sigma\). At present status of technology the DM annual modulation is the only model independent signature available in direct dark matter investigation that can be effectively exploited. All the many specific requirements of the signature are fulfilled by the data and no systematic or side reaction able to mimic the exploited DM signature is available (see e.g. Refs.[2, 3, 4, 15, 16, 17, 27, 28, 29, 30, 31, 32, 7] and the 2014 publication list). In particular, only systematic effects or side reactions simultaneously able to fulfil all the specific requirements of the DM annual modulation signature and to account for the whole observed modulation amplitude could mimic this signature; thus, no other effect investigated so far in the field of rare processes offers a so stringent and unambiguous signature.

Studies on other DM features, second order effects, and several other rare processes are in progress with the aim to reach very high sensitivity. Studies for measurements with data taking dedicated to other rare processes are continuing.

It is also worth noting that in the DM field DAMA/LIBRA is the set-up still having the highest intrinsic radio-purity, the largest exposed sensitive mass\(^1\), the largest collected exposure, the deepest controlled running condition and stability, and the only one with highly sensitive ULB (Ultra-Low Background) NaI(Tl) detectors.

The DAMA obtained model independent evidence is compatible with a wide set of scenarios regarding the nature of the DM candidate and related astrophysical, nuclear and particle Physics. For example, some of the scenarios available in literature and the different parameters are discussed in Refs. [16, 17, 13, 18, 19, 20, 21, 22, 23, 5, 33, 34] and in Appendix A of Ref. [2]. A further large literature is available on the topics; many possibilities are open.

No other experiment exists, whose result – at least in principle – can directly be compared in a model independent way with those by DAMA/NaI and DAMA/LIBRA. In particular, all the results presented so far in the field are not in conflict with the model independent DM annual modulation result of DAMA in many scenarios, also considering the large uncertainties in theoretical and experimental aspects, the same holds for indirect approaches; see e.g. some arguments in 2014 publication list and quoted references.

\(^1\)In this case the sensitive mass is the total mass of the NaI(Tl) crystals and not a reduced fiducial mass.
1.2 DAMA/LIBRA-phase2

- During 2014 DAMA/LIBRA has continued to take data in the new phase2 configuration with the PMTs of higher quantum efficiency [6] and new preamplifiers.

- In September 2014 DAMA/LIBRA-phase2 has concluded the data taking of the 3th full annual cycle, and started the data taking of the 4th cycle.

- Designs for the developments of some other new electronic modules were realized for further implementation of the apparatus for low energy studies.

- A further review paper on the results of DAMA/LIBRA-phase1 has been published. There, after summarizing some introductory arguments, a review of the already released model independent positive results by the DAMA/NaI and DAMA/LIBRA setups is presented and discussed in various aspects.

- Studies on other DM features, second order effects, and several other rare processes are in progress with the aim to reach very high sensitivity thanks to the progressive increasing of the exposure. In particular, the analyses on possible diurnal effect in the DAMA/LIBRA-phase1 data have been concluded and the paper published (see Sect. 1.2.1).

- A paper which summarizes in a simple and intuitive way why the neutrons, the muons and the solar neutrinos cannot give any significant contribution to the DAMA annual modulation results has been released (see Sect. 1.2.2). A number of these arguments have already been presented in individual papers; they are recalled there. Afterwards, few simple considerations are summarized which already demonstrate the incorrectness of the claim reported in PRL 113 (2014) 081302.

- Studies for further measurements with dedicated data taking to investigate other rare processes are continuing.

1.2.1 Model independent result on possible diurnal effect in DAMA/LIBRA–phase1

Search for possible diurnal effect in the single-hit low energy data collected by DAMA/LIBRA–phase1 (total exposure: 1.04 ton × yr) has been carried out both in terms of sidereal and solar time. Actually a diurnal effect with the sidereal time is expected for DM because of Earth rotation. This effect is model-independent and has several requirements as the DM annual modulation effect does. The interest in this signature is that the ratio \( R_{dy} \) of this diurnal modulation amplitude over the annual modulation amplitude is a model independent constant; considering the LNGS latitude one has:

\[
R_{dy} = \frac{S_d}{S_m} \approx 0.016
\]  

Taking into account \( R_{dy} \) and the DM annual modulation effect pointed out by DAMA/LIBRA–phase1 for single-hit events in the low energy region, it is possible to derive the diurnal modulation amplitude expected for the same data. In particular, when considering the (2–6) keV energy interval, the observed annual modulation amplitude in DAMA/LIBRA–phase1 is: \((0.0097 \pm 0.0013)\) cpd/kg/keV [4] and the expected value of the diurnal modulation amplitude is \(\approx 1.5 \times 10^{-4}\) cpd/kg/keV.
Fig. 2 shows the time and energy behavior of the experimental residual rates of single-hit events both as a function of solar (left) and of sidereal (right) time, in the (2–6) keV and (6–14) keV intervals. The used time bin is 1 (either solar or sidereal) hour.

The null hypothesis (absence of residual rate diurnal variation) has been tested by a χ² test, obtaining the results given in Table 1; there the upper tail probabilities (P-values), calculated by the standard χ² distribution, are also reported. Thus, no diurnal variation with a significance of 95% C.L. is found at the reached level of sensitivity.

In addition to the χ² test, another independent statistical test has been applied: the run test (see 2014 Publication list); it verifies the hypothesis that the positive and negative data points are randomly distributed. The lower tail probabilities are equal to: 7% and 26% in the (2–6) and (6–14) keV energy region, respectively, for the solar case and 78% and 16% in the (2–6) and (6–14) keV energy region, respectively, for the sidereal case. Thus, in conclusion the presence of any significant diurnal variation and of time structures can be excluded at the reached level of sensitivity (see e.g. the error bars in Fig. 2).

In order to compare the experimental data with the DM diurnal effect due to the Earth rotation around its axis, the sidereal diurnal modulation amplitude of the (2–6) keV energy interval is taken into account: $A_{exp}^{dp} = -(1.0 \pm 1.3) \times 10^{-3}$ cpd/kg/keV. Following the Feldman-Cousins procedure an upper limit can be obtained for the measured diurnal modulation amplitude:

Figure 2: Experimental model-independent diurnal residual rate of the single-hit scintillation events, measured by DAMA/LIBRA–phase1 in the (2–6) and (6–14) keV energy intervals as a function of the hour of the solar (left) and sidereal (right) day. The experimental points present the errors as vertical bars and the associated time bin width (1 hour) as horizontal bars. The cumulative exposure is 1.04 ton × yr. More on 2014 publication list.
Table 1: Test of absence of diurnal effect in the DAMA/LIBRA–phase1 data. The P-values, calculated by the standard $\chi^2$ distribution, are also shown. As can be seen, the $\chi^2$ test supports the hypothesis that the diurnal residual rates in DAMA/LIBRA–phase1 are simply fluctuating around zero.

<table>
<thead>
<tr>
<th>Energy</th>
<th>Solar Time</th>
<th>Sidereal Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>2–6 keV</td>
<td>$\chi^2$/d.o.f. = 25.8/24 $\rightarrow$ P = 36%</td>
<td>$\chi^2$/d.o.f. = 21.2/24 $\rightarrow$ P = 63%</td>
</tr>
<tr>
<td>6–14 keV</td>
<td>$\chi^2$/d.o.f. = 25.5/24 $\rightarrow$ P = 38%</td>
<td>$\chi^2$/d.o.f. = 35.9/24 $\rightarrow$ P = 6%</td>
</tr>
</tbody>
</table>

$A_{\text{exp}}^{\text{exp}} < 1.2 \times 10^{-3}$ cpd/kg/keV (90% C.L.); thus, the DAMA/LIBRA–phase1 experimental sensitivity is not sufficient to point out this second order diurnal effect (expected amplitude $\simeq 1.5 \times 10^{-4}$ cpd/kg/keV).

For further details see 2014 Publication list.

In conclusion, at that level of sensitivity the presence of any significant diurnal variation and of diurnal time structures in the data can be excluded for both the cases of solar and sidereal time. In particular, the sidereal diurnal modulation amplitude expected – because of the Earth diurnal motion – on the basis of the DAMA DM annual modulation results is below the present sensitivity; it will be possible to investigate this diurnal effect with adequate sensitivity when a suitably large exposure will be available. DAMA/LIBRA–phase2, presently running, with a lower software energy threshold [6] can also offer an alternative possibility to increase sensitivity to such an effect.

1.2.2 No role for neutrons, muons and solar neutrinos in the DAMA DM annual modulation results

A paper which summarizes in a simple and intuitive way why neutrons (of whatever origin), muons and solar neutrinos cannot give any significant contribution to the DAMA annual modulation results has been released (see 2014 Publication list). Table 2 summarizes the safety upper limits on the contributions (if any) to the observed modulation amplitude due to the total neutron flux at LNGS, either from ($\alpha$,n) reactions, from fissions and from muons’ and solar-neutrinos’ interactions in the rocks and in the lead around the experimental set-up; the direct contributions of muons and solar neutrinos are also reported there. As seen in Table 2, they are all negligible and they cannot give any significant contribution to the observed modulation amplitude; in addition, neutrons, muons and solar neutrinos are not a competing background when the DM annual modulation signature is investigated since they cannot mimic this signature.

For details see the 2014 Publication list and references therein. A number of these arguments were already presented in individual papers. Afterwards, few simple considerations were summarized which already demonstrated the incorrectness of the claim reported in PRL 113 (2014) 081302.

2 DAMA/1ton

A multi-purpose 1 ton (full sensitive mass) set-up made of highly radio-pure NaI(Tl) was proposed in 1996 to INFN-CSN2, and the funded R&D-II, DAMA/LIBRA and R&D-III were considered as intermediate steps. We have already cited some items in the report to CSLNGS on March 2011. It is worth noting that the 1 ton will be fully sensitive to the processes of
interest. As mentioned there, the final design is based on the fulfillment of three additional replica of the present DAMA/LIBRA set-up, solution that offers many technical and scientific advantages; thus, the technical design is completely known, since DAMA/LIBRA is operative. As already mentioned, some activities were/are/will-be carried out in the light of overcoming the present problems regarding the supplying and purifications of high quality NaI and, mainly, TlI powders and the creation of updated protocols.

During 2014 activities on materials and improved designs have also been carried out in the framework of a POR fellowship.

3 DAMA/LXe

We pointed out since 1990 [35] the possible interest in using the liquid Xenon as target-detector material for particle DM investigations. Since the end of 80’s (former Xelidon experiment of the INFN) we have built several liquid Xenon (LXe) prototype detectors. Since 1996 we pointed out to the INFN-CSN2 the intrinsic problems of this detector medium for large scale experiments and agreed to pursue the activity by exploiting materials, operating parameters stability, etc.) and agreed to pursue the activity by exploiting TlI powders and the creation of updated protocols.

As mentioned there, the final design is based on the fulfillment of three additional replica of the present DAMA/LIBRA set-up, solution that offer many technical and scientific advantages; thus, the technical design is completely known, since DAMA/LIBRA is operative. As already mentioned, some activities were/are/will-be carried out in the light of overcoming the present problems regarding the supplying and purifications of high quality NaI and, mainly, TlI powders and the creation of updated protocols.

During 2014 activities on materials and improved designs have also been carried out in the framework of a POR fellowship.

3 DAMA/LXe

We pointed out since 1990 [35] the possible interest in using the liquid Xenon as target-detector material for particle DM investigations. Since the end of 80’s (former Xelidon experiment of the INFN) we have built several liquid Xenon (LXe) prototype detectors. Since 1996 we pointed out to the INFN-CSN2 the intrinsic problems of this detector medium for large scale experiments and agreed to pursue the activity by exploiting materials, operating parameters stability, etc.) and agreed to pursue the activity by exploiting TlI powders and the creation of updated protocols.

As already mentioned, some activities were/are/will-be carried out in the light of overcoming the present problems regarding the supplying and purifications of high quality NaI and, mainly, TlI powders and the creation of updated protocols.

During 2014 activities on materials and improved designs have also been carried out in the framework of a POR fellowship.

3 DAMA/LXe

We pointed out since 1990 [35] the possible interest in using the liquid Xenon as target-detector material for particle DM investigations. Since the end of 80’s (former Xelidon experiment of the INFN) we have built several liquid Xenon (LXe) prototype detectors. Since 1996 we pointed out to the INFN-CSN2 the intrinsic problems of this detector medium for large scale experiments and agreed to pursue the activity by exploiting materials, operating parameters stability, etc.) and agreed to pursue the activity by exploiting TlI powders and the creation of updated protocols.

As already mentioned, some activities were/are/will-be carried out in the light of overcoming the present problems regarding the supplying and purifications of high quality NaI and, mainly, TlI powders and the creation of updated protocols.

During 2014 activities on materials and improved designs have also been carried out in the framework of a POR fellowship.

Table 2: Summary of the contributions to the total neutron flux at LNGS; the value, the relative modulation amplitude, and the phase of each component is reported. It is also reported the counting rate in DAMA/LIBRA for single-hit events, in the (2-6) keV energy region induced by neutrons, muons and solar neutrinos, detailed for each component. The modulation amplitudes, $A_k$, are reported as well, while the last column shows the relative contribution to the annual modulation amplitude observed by DAMA, $S_{m}^{exp} \simeq 0.0112 \text{ cpd/kg/keV} [4]$. As can be seen, they are all negligible and they cannot give any significant contribution to the observed modulation amplitude. In addition, neutrons, muons and solar neutrinos are not a competing background when the DM annual modulation signature is investigated since in no case they can mimic this signature. For details see the 2014 Publication list and references therein.

<table>
<thead>
<tr>
<th>Source</th>
<th>$\Phi_{0,k}$ (neutrons cm$^{-2}$ s$^{-1}$)</th>
<th>$\eta_k$</th>
<th>$t_k$</th>
<th>$R_{0,k}$ (cpd/kg/keV)</th>
<th>$A_k/R_{0,k}$ (cpd/kg/keV)</th>
<th>$A_k/S_{m}^{exp}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SLOW neutrons</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>thermal n (10$^{-2}$ – 10$^{-1}$ eV)</td>
<td>1.08 x 10$^{-4}$</td>
<td>$\simeq 0$</td>
<td>-</td>
<td>$&lt; 8 \times 10^{-4}$</td>
<td>$&lt; 8 \times 10^{-4}$</td>
<td>$&lt; 7 \times 10^{-4}$</td>
</tr>
<tr>
<td>epithermal n (eV-keV)</td>
<td>$2 \times 10^{-6}$</td>
<td>$\simeq 0$</td>
<td>-</td>
<td>$&lt; 3 \times 10^{-3}$</td>
<td>$&lt; 3 \times 10^{-3}$</td>
<td>$&lt; 0.03$</td>
</tr>
<tr>
<td>FAST neutrons</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>fusion, (n, n) $\rightarrow$ n (1-100 MeV)</td>
<td>$\simeq 0.9 \times 10^{-4}$</td>
<td>$\simeq 0$</td>
<td>-</td>
<td>$&lt; 6 \times 10^{-4}$</td>
<td>$&lt; 6 \times 10^{-4}$</td>
<td>$&lt; 5 \times 10^{-4}$</td>
</tr>
<tr>
<td>$\mu$ $\rightarrow$ n from rock (&gt; 10 MeV)</td>
<td>$\simeq 3 \times 10^{-9}$</td>
<td>0.0129</td>
<td>end of June</td>
<td>$&lt; 7 \times 10^{-4}$</td>
<td>$&lt; 9 \times 10^{-4}$</td>
<td>$&lt; 8 \times 10^{-4}$</td>
</tr>
<tr>
<td>$\mu$ $\rightarrow$ n from Pb shield (&gt; 10 MeV)</td>
<td>$\simeq 6 \times 10^{-9}$</td>
<td>0.0129</td>
<td>end of June</td>
<td>$&lt; 1.4 \times 10^{-3}$</td>
<td>$&lt; 2 \times 10^{-5}$</td>
<td>$&lt; 1.6 \times 10^{-3}$</td>
</tr>
<tr>
<td>$\nu$ $\rightarrow$ n (few MeV)</td>
<td>$\simeq 3 \times 10^{-10}$</td>
<td>0.03342</td>
<td>Jan. 4th$^*$</td>
<td>$&lt; 7 \times 10^{-5}$</td>
<td>$&lt; 2 \times 10^{-6}$</td>
<td>$&lt; 2 \times 10^{-4}$</td>
</tr>
<tr>
<td>direct $\mu$</td>
<td>$\Phi_{0}^{(\mu)} \simeq 20 \mu$ m$^{-2}$d$^{-1}$</td>
<td>0.0129</td>
<td>end of June</td>
<td>$\simeq 10^{-7}$</td>
<td>$\simeq 10^{-9}$</td>
<td>$\simeq 10^{-7}$</td>
</tr>
<tr>
<td>direct $\nu$</td>
<td>$\Phi_{0}^{(\nu)} \simeq 6 \times 10^{10}$ $\nu$ cm$^{-2}$s$^{-1}$</td>
<td>0.03342</td>
<td>Jan. 4th$^*$</td>
<td>$\simeq 10^{-5}$</td>
<td>$3 \times 10^{-7}$</td>
<td>$3 \times 10^{-5}$</td>
</tr>
</tbody>
</table>

$^*$ The annual modulation of solar neutrino is due to the different Sun-Earth distance along the year; so the relative modulation amplitude is twice the eccentricity of the Earth orbit and the phase is given by the perihelion.
Kr-free enriched Xenon gases in limited volume.

The presently running set-up (with a Cu inner vessel filled by ≃ 6.5 kg, that is ≃2 l, of liquid Xenon) can work either with Kr-free Xenon enriched in $^{129}$Xe at 99.5% or Kr-free Xenon enriched in $^{136}$Xe at 68.8% [36, 37, 38]. Many competing results were achieved on several rare processes [36, 37, 38, 39, 40, 41]. It is worth noting that e.g. the mass exposed when using the Xenon enriched in $^{129}$Xe corresponds for spin-dependent coupled particles to expose 24.5 kg (full sensitive mass) of natural Xenon, while the exposed mass when using the Xenon enriched in $^{136}$Xe corresponds for spin-independent coupled particles to an exposed mass of 50.4 kg (full sensitive mass) of natural Xenon.

In the period of interest, the annual maintenance of the cryogenic system has been carried out. The vacuum and purification procedures have been performed and the set-up has then been in data taking filled with Xenon enriched in $^{136}$Xe, still mainly focusing the high energy region. Some preliminary analyses are continuing.

4 DAMA/R&D

The DAMA/R&D installation is a general-purpose low background set-up used for measurements on low background prototypes and for relatively small-scale experiments [42, 43, 44, 45, 46].

The measurements mainly investigate $2\beta$ decay modes in various isotopes; both the active and the passive source techniques have been exploited as well as the coincidence technique. Particular attention is dedicated to the isotopes allowing the investigation of the $2\beta^+$ processes and in particular to resonant $2\varepsilon$ or $\varepsilon\beta^+$ decay channels. In particular, in the first case an enhancement of the rate by some orders of magnitude is predicted for the case of coincidence between the released energy and the energy of an excited state. In the second case the investigation of neutrino-less $2\varepsilon$ and $\varepsilon\beta^+$ processes can refine the understanding of the contribution of right-handed currents to neutrino-less $2\beta$ decay; therefore developments of experimental technique to search for $2\varepsilon$, $\varepsilon\beta^+$, and $2\beta^+$ processes are strongly required considering also that in the $2\beta^+$ investigations a gap of several orders of magnitude between theoretical expectations and experimental results is the usual situation and the better achieved sensitivities do not exceed the level of $T_{1/2} \approx 10^{21}$ yr. Even more important motivation to search for double electron capture appears from a possibility of a resonant process thanks to energy degeneracy between initial and final state of mother and daughter nuclei. Such a resonant process could occur if the energy of transition ($Q_{2\beta}$) minus the energies of two bounded electrons on K or L atomic shells of daughter nucleus is near to the energy of an excited level ($E_{exc}$) of the daughter isotope.

Therefore developments of experimental technique to improve the reachable sensitivity in the searches for $2\varepsilon$, $\varepsilon\beta^+$, and $2\beta^+$ processes are strongly required.

Finally, investigations on various kinds of new scintillators and preliminary works for the future measurements are also in progress.

Some of the main results during 2014 are listed in the following.

- The experiment by using cadmium tungstate crystal scintillators (total mass 1.175 kg) developed from enriched to 82% $^{116}$Cd ($^{116}$CdWO$_4$) is in progress. The activity of $\beta$ active $^{238}$U daughters was determined thanks to the improvement of the pulse-shape discrimination between beta and alpha events and the increase of the experimental statistics. More precise model of the background was built, allowing improvement of the accuracy on $^{116}$Cd half-life relatively to the two neutrino double beta decay to the ground state of $^{116}$Sn. The background in the vicinity of the $0\nu2\beta$ decay of $^{116}$Cd (2.7–2.9 MeV) is reduced to 0.12 cnt/(yr keV kg) by the improvement of the pulse-shape discrimination of
\(^{212}\)Bi–\(^{212}\)Po events. The total live time of the experiment is 2.503 yr. A partial exposure has been already released in Conferences (see Sect. 4.1). The experiment is running.

- The results of the experiment with a BaF\(_2\) scintillation crystal in the low-background DAMA/R&D set-up have been published. The radioactive contamination of a BaF\(_2\) scintillation crystal with mass of 1.714 kg was measured over 101 hours. The half-life of \(^{212}\)Po (present in the crystal scintillator due to contamination by radium) was measured. The half-life limits of \(^{212}\)Pb, \(^{222}\)Rn and \(^{226}\)Ra relatively to \(2\beta\) decays are also improved in comparison with the earlier results. A R&D of a fast scintillation detector containing thorium and radium is in progress to prepare new measurements with the aim to improve the half-life value of \(^{212}\)Po. Besides, non-exponential deviations in the decay of \(^{212}\)Po and \(^{214}\)Po at very short times after the nuclei appearance can be searched for (see Sect. 4.2).

- Investigation of radioactive elements segregation in crystals to develop ultra-radio-pure scintillators for rare events experiments is in progress.

- Analyses towards the further investigation of the beta decay of \(^{113m}\)Cd have been started.

- The final version of a paper to search for super-heavy eka-tungsten with the help of ZnWO\(_4\) and BGO crystal scintillators has been prepared.

- The work for the future (some years from now) installation of the \(^{116}\)CdWO\(_4\) detectors in the low-background GeMulti set-up has further been progressed and other future measurements (among them: developments on new SrI\(_2\)(Eu) crystals, on new enriched CdWO\(_4\) depleted in \(^{113}\)Cd, on highly radio-pure ZnWO\(_4\), further pursuing the goals of our project for achieving highly radio-pure scintillators for the search of rare processes) have been prepared.

This DAMA/R&D set-up is as a general-purpose set-up and will assure us also in future the possibility to produce many kinds of low background measurements in an efficient way at well reduced cost. In particular the present measurements with the \(^{116}\)CdWO\(_4\) crystals are planned with further improvements to continue over about 4 years as needed to reach the proposed goal; then, the other measurements will start in the DAMA/R&D setup after preliminary measurements in DAMA/CRYS (see later).

### 4.1 Search for \(2\beta\) decay of \(^{116}\)Cd with the help of enriched \(^{116}\)CdWO\(_4\) crystal scintillators

A low-background experiment using enriched \(^{116}\)CdWO\(_4\) scintillators (total mass of 1.16 kg, enrichment by \(^{116}\)Cd to 82\%) is in progress at LNGS. Two \(^{116}\)CdWO\(_4\) crystal scintillators (586 g and 589 g) were fixed inside polystyrene light-guides (\(\bigcirc 70 \times 194 \text{ mm}\)). The cavities inside the light-guides were filled with the radiopure liquid scintillator. Two high purity quartz light-guides (\(\bigcirc 70 \times 200 \text{ mm}\)) were glued to the polystyrene light-guide on both sides. The detectors were viewed from the opposite sides by two low radioactive 3” photomultipliers. The detector modules, covered by the 3M foil to improve the light collection, were installed inside a low radioactive air-tight Cu box at the DAMA/R&D setup. Copper bricks 5 cm thick were used as an additional passive shield.

The exposure of the experiment at the last stage of the data taking is 1.15 kg\(\times\)yr (see 2014 Publication list). The applied data analysis is similar to the one described in Ref. [46]. The energy spectrum of \(\gamma(\beta)\) events accumulated with the \(^{116}\)CdWO\(_4\) detector and selected off-line by the pulse shape and the front edge analyzes is shown in Fig. 3.
Figure 3: (Color online) The energy spectrum of $\gamma(\beta)$ events measured with the $^{116}$CdWO$_4$ scintillation detector over 8696 h in the low-background set-up (points with error bars) together with the fit (solid black line). The main components of the background are also shown: $2\nu2\beta$ decay of $^{116}$Cd, the distributions of internal $^{40}$K, $^{90}$Sr-$^{90}$Y, $^{232}$Th, $^{238}$U, and cosmogenic $^{110m}$Ag, the contribution from external $\gamma$ quanta from the details of the detector (LS, PMT) and set-up (Cu). The energies are in keV.

The energy resolution of the $^{116}$CdWO$_4$ detector is FWHM = 4.3% at $Q_{2\beta}$ of $^{116}$Cd, the background counting rate was reduced to 0.12(2) counts/yr/kg/keV in the region of interest 2.7 – 2.9 MeV, where the $0\nu2\beta$ peak is expected. The main components of the background in this region remain $\gamma$ quanta of $^{208}$Tl from the contamination of the set-up and internal contamination of the $^{116}$CdWO$_4$ crystals by $^{228}$Th.

The half-life relatively to the $2\nu2\beta$ decay of $^{116}$Cd to the ground level of $^{116}$Sn was measured as $T_{1/2}^{2\nu2\beta} = [2.8 \pm 0.05\text{(stat.)} \pm 0.4\text{(syst.)}] \times 10^{19}$ yr, in agreement with the results of the previous experiments. The half-life limit on $0\nu2\beta$ decay of $^{116}$Cd to the ground state of $^{116}$Sn was established as $T_{1/2}^{0\nu2\beta} \geq 1.0 \times 10^{23}$ at 90% C.L. The sensitivity can be advanced to the level of $\lim T_{1/2} \sim 10^{24}$ yr (which corresponds to the effective neutrino mass $m_\nu = 0.4 – 1.4$ eV) after improvement on the background; a R&D to further reduce the background conditions of the experiment is in progress.

4.2 Rare nuclear decays with BaF$_2$ scintillator contaminated by radium

The radioactive contamination of a BaF$_2$ crystal scintillator ($\varnothing 3'' \times 3''$, 1.714 kg) was measured over 101 hours in the low-background DAMA/R&D set-up (see 2014 Publication list). The BaF$_2$ crystal scintillator was viewed through two light-guides ($\varnothing 3'' \times 100$ mm) by two low radioactive $3''$ photomultipliers. The detector was surrounded by Cu bricks and installed inside a low radioactive air-tight Cu box at the DAMA/R&D set-up.

The radioactive contaminations were estimated to be at level of few Bq/kg for $^{226}$Ra and $^{228}$Th. Taking into account 3 orders of magnitude lower activity of $^{238}$U and $^{232}$Th (only limits <0.0002 Bq/kg for $^{238}$U and <0.004 Bq/kg for $^{232}$Th were obtained) and broken equilibrium in the chains, one can conclude that the BaF$_2$ crystal is contaminated by radium (which is chemically close to barium).

The response of the BaF$_2$ crystal scintillator to $\alpha$ particles has been investigated in a wide energy interval (4.8 – 9.0 MeV) and the capability of pulse-shape discrimination between $\alpha$ particles and $\gamma$ quanta (electrons) has been demonstrated (see Fig. 4).
Figure 4: Scatter plot of the mean time of the pulse versus energy accumulated by the BaF$_2$ scintillation detector during a background run ($\approx 2$ h). The contours give regions where 99% of $\alpha$ or $\beta/\gamma$ events are concentrated. The population of events in the energy interval $\approx 1 - 6$ MeV with mean time values mainly above the $\beta/\gamma$ and $\alpha$ regions are caused by the decays of the fast $^{212}$Bi-$^{212}$Po sub-chain of $^{228}$Th (Bi-Po events). (Inset) The mean time spectrum in the energy interval 2000 – 2100 keV.

The analysis of the distribution of the time intervals between $\beta$ and $\alpha$ decays in the fast Bi-Po chains allowed us to estimate the half-life of $^{212}$Po as $T_{1/2} = 298.8\pm0.8$(stat.) $\pm1.4$(syst.) ns, which is in agreement with the table value [47, 48].

The quite-high level of contamination of the BaF$_2$ detector by Ra gives the possibility to search for rare $\beta$ and $2\beta$ decays of some nuclides in U/Th chains, which cannot be easily studied in the usual way since they quickly decay through $\alpha$ and/or $\beta$ channels and cannot be accumulated in big quantities. The $^{222}$Rn nuclide is known as 100% decaying via emission of $\alpha$ particle with $T_{1/2} = 3.82$ d; however, its $\beta$ decay is also energetically allowed with $Q_\beta = 24 \pm 21$ keV. Search for decay chains of events with specific pulse shapes characteristic for $\alpha$ or for $\beta/\gamma$ signals and with known energies and time differences allowed us to set, for the first time, the limit on the branching ratio of $^{222}$Rn relatively to $\beta$ decay as $B_\beta < 0.13%$ at 90% C.L. (equivalent to limit on partial half-life $T_{1/2}^{\beta}$($^{222}$Rn) = $4.8 \times 10^5$ y).

The half-life limits of $^{212}$Pb, $^{222}$Rn and $^{226}$Ra relatively to $2\beta$ decays were also improved in comparison to the earlier work (see Table 3).

The obtained results can be highly improved with a detector with smaller dead time and better energy resolution.

5 DAMA/CRYS

DAMA/CRYS is a small test set-up mainly dedicated to tests on new detectors’ performances and small scale experiments. In the period of interest:

- Low background measurements of a cadmium tungstate crystal scintillator enriched in $^{116}$Cd (326 g) have been concluded; they have been performed in the DAMA/CRYS set-up with the aim to investigate the segregation of thorium, uranium and radium during the
Table 3: Branching ratios and half-life values or limits (at 90% C.L.) obtained in this work in comparison with other results. $T_{1/2}$ limits in [49] were given at 68% C.L.

<table>
<thead>
<tr>
<th>Nuclide</th>
<th>Main channel of decay and $T_{1/2}$ [47]</th>
<th>$T_{1/2}$ This work</th>
<th>Other works</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{212}$Po</td>
<td>$\alpha$ 299 ± 2 ns</td>
<td>298.8±0.8(stat.)±1.4(syst.) ns</td>
<td>294.7±0.6(stat.)±0.8(syst.) ns [50]</td>
</tr>
<tr>
<td>$^{212}$Pb</td>
<td>$\beta$ 10.64 h</td>
<td>$2/32\nu &gt; 75$ h</td>
<td>$&gt; 146$ h [49]</td>
</tr>
<tr>
<td>$^{222}$Rn</td>
<td>$\alpha$ 3.8235 d</td>
<td>$2/30\nu &gt; 20$ y</td>
<td>$&gt; 6.7$ y [49]</td>
</tr>
<tr>
<td>$^{226}$Ra</td>
<td>$\alpha$ 1600 y</td>
<td>$2/32\nu &gt; 1.2 \times 10^6$ y</td>
<td>$&gt; 4.5 \times 10^3$ y [49]</td>
</tr>
</tbody>
</table>

crystal growth process (see also above). We have observed a very low segregation of thorium, which opens the possibility to improve radiopurity of $^{116}$CdWO$_4$ crystal scintillators in $^{228}$Th (the most harmful contamination in the experiment to search for $0\nu2\beta$ decay of $^{116}$Cd) by recrystallization.

- At present a new ZnWO$_4$ crystal is in measurements.
- The automatic moving system has been installed.
- The cryogenic part of DAMA/CRYS (to allow also measurements of the responses of various new/improved scintillators as a function of the temperature) will be installed when the presently running measurements will be concluded.

6 DAMA/Ge and LNGS STELLA facility

The measurements on samples and on various R&D developments are performed by means of the DAMA low background Ge detector, specially built with a low Z window; it is operative deep underground in the STELLA facility of the LNGS. Some selected materials are in addition measured with high sensitivity ICP-MS and mass spectrometers. In addition other Ge detectors (in particular, GeMulti) are also used for some peculiar measurements. Published results can be found in Ref. [51] and in the 2014 Publication list.

In particular, the main data takings/results during year 2014 with DAMA/Ge and LNGS STELLA facility are summarized in the following.

- The data taking of the experiment to search for double beta processes in $^{106}$Cd by using cadmium tungstate crystal scintillator enriched in $^{106}$Cd ($^{106}$CdWO$_4$, mass of 215 g) in coincidence with the four crystals HPGe detector GeMulti (the volume of each detector is 225 cm$^3$) has continued during 2014 at the STELLA facility. The $^{106}$CdWO$_4$ scintillator is viewed by a low-background photomultiplier tube through a lead tungstate crystal light-guide produced from deeply purified archaeological lead to suppress $\gamma$ quanta from the photomultiplier. Preliminary results have already been presented at Conference. Then, we intend to develop a scintillation coincidence detector (with two large area CdWO$_4$ crystal scintillators placed in a very closed geometry to the $^{106}$CdWO$_4$ detector) with aim to improve the coincidence efficiency and suppress background caused by trace radioactive contamination of the GeMulti cryostat. Besides, developed procedures for obtaining
106CdWO₄ depleted in ¹¹³mCd will be applied to further increase the experimental sensitivity (see Sect. 6.1).

- The search for double beta decay of ¹⁸⁴Os, ¹⁹²Os (¹⁸⁴Os is of special interest thanks to possibility of resonant neutrinoless double electron capture) and alpha decay of ¹⁸⁴Os to excited levels of daughter nuclei is further under study. The ultra-pure osmium samples (with diameter in the range 4-7 mm) were cut in 0.8-1.0 mm plates to improve the detection efficiency. A next stage of the experiment is planned to start as soon as it will become operative at STELLA facility – with an ultra-low background broad energy HPGe detector especially designed for low energy gamma-ray spectrometry.

- The results of the experiment to search for double beta processes in ¹³⁶Ce and ¹³⁸Ce by using deeply purified cerium oxide sample with mass more than 0.7 kg using HPGe spectrometry (¹³⁶Ce is of especial interest taking into account one of the largest energy of decay and promising theoretical predictions) have been published. Further purification of the cerium from thorium contamination to increase the experimental sensitivity is in preparation towards higher sensitivities (see Sect. 6.2).

- The deeply purified neodymium oxide samples with a total mass about 2.5 kg (original 5 kg) was pressed to improve detection efficiency in an experiment to search for 2β decay of ¹⁵⁰Nd to excited levels of ¹⁵⁰Sm with the help of low background HPGe detectors. As already pointed out, the radioactive contamination of the samples was found to be below the sensitivity of the HPGe gamma and ICP-MS analyzes available at the LNGS. The experiment plans to use the four crystal HPGe detectors, GeMulti, after the completion of the presently running ¹⁰⁶Cd experiment.

- The R&D of low background GSO(Ce) crystal scintillators to investigate double beta processes in ¹⁵²Gd and ¹⁶⁰Gd has been progressed.

- A R&D of methods to purify dysprosium and erbium elements is further in progress. The materials are of special interest, taking into account recent theoretical estimates of neutrino-less resonant double electron capture processes in ¹⁵⁶Dy and ¹⁶⁴Er. Works to prepare the measurements of new samples have been progressed.

- The R&D of methods to purify samarium, ytterbium and erbium has been progressed. The materials are of special interest taking into account recent theoretical estimates of neutrino-less resonant double electron capture processes in ¹⁴⁴Sm, ¹⁶²Er, ¹⁶⁴Er and ¹⁶⁸Yb. The radioactive contamination of samarium, ytterbium and erbium oxide samples has been measured by using the HPGe gamma spectrometry. Deep purification of the samples is under investigation in order to improve the sensitivity reachable in the measurements in preparation.

- Preparations of other future measurements are in progress.

6.1 First results in the search for 2β decay of ¹⁰⁶Cd with ¹⁰⁶CdWO₄ crystal scintillator in coincidence with four HPGe detectors

An experiment to search for double beta decay processes in ¹⁰⁶Cd with the help of enriched in ¹⁰⁶Cd (to 66%) low background ¹⁰⁶CdWO₄ scintillation detector has been in measurement during 2014 at the STELLA facility. First preliminary results have been presented at Conferences (see 2014 Publication list).
Figure 5: Energy spectrum of the $\gamma(\beta)$ events accumulated over 3233 h in the low background set-up with the $^{106}$CdWO$_4$ crystal scintillator (points) together with the background model (black continuous line). The main components of the background are shown: the distributions of internal and external $^{40}$K, internal $^{228}$Th and $^{238}$U, and the contributions from the external $\gamma$ quanta from U and Th contamination of the set-up. It is also shown a spectrum (solid histogram) taken before cleaning the crystal’s surface from $^{207}$Bi.

The $^{106}$CdWO$_4$ crystal scintillator (mass of 215 g) is viewed through a lead tungstate (PbWO$_4$) crystal light-guide ($\varnothing 40 \times 83$ mm) by 3 inches low radioactive photomultiplier. The PbWO$_4$ crystal was developed from deeply purified archaeological lead. The detector is installed in coincidence with the four HPGe crystals mounted in one cryostat with a well in the center.

The mean-time pulse shape discrimination method was used to discriminate $\gamma(\beta)$ events from $\alpha$ events caused by internal contamination of the crystal by uranium and thorium. The energy spectrum of the $\gamma(\beta)$ events is shown in Fig. 5.

The sensitivity of the experiment after 3233 h of data taking is at level of $\lim T_{1/2} \sim 10^{19} - 10^{21}$ yr for the double $\beta$ processes in $^{106}$Cd with emission of $\gamma$ quanta. In particular, a new improved half-life limit is set to the two neutrino electron capture with positron emission in $^{106}$Cd as $T_{1/2} \geq 8.4 \times 10^{20}$ yr (at 90% C.L.). The aim is to improve further the sensitivity of the experiment particularly for this channel of the decay to the level of theoretical predictions ($T_{1/2} \sim 10^{20} - 10^{22}$ yr) by increasing the statistics and by construction of a more precise model of the background.

### 6.2 Search for double beta decay of $^{136}$Ce and $^{138}$Ce

Cerium contains three potentially $2\beta$ active isotopes: $^{136}$Ce, $^{138}$Ce and $^{142}$Ce [52]. The $^{136}$Ce isotope is of particular interest because of one of the highest energy of decay which enables even $2\beta^+$ decay allowed only for six nuclei [52].

Search for double beta processes in $^{136}$Ce and $^{138}$Ce was performed with the help of an ultra-low background HPGe $\gamma$ detector (see 2014 Publication list). Cerium oxide powder of 99.99% grade was tested by the low-background HPGe detector GeBer at the STELLA facility, showing a considerable contamination. To reduce radioactive contamination, the material was purified by the liquid-liquid extraction method. The radioactive contamination of the sample by
potassium, radium and uranium was reduced by more than one order of magnitude. However, the purification procedure was not efficient enough to remove thorium, which still is present in the material at the level of 0.6 Bq/kg and remains the main source of the background.

A sample of the purified cerium oxide with mass 732 g was used in the experiment carried out in the STELLA low background facility. The sample in a thin plastic container was placed on the end-cap of the ultra-low background HPGe detector GeCris. The energy spectra with and without the sample, normalized to the time of measurements, are presented in Fig. 6. The counting rate of the detector with the cerium sample substantially exceeds the background of the spectrometer mainly due to the residual radioactive contamination of the sample by thorium.

There are no peculiarities in the spectrum accumulated with the CeO₂ sample which could be attributed to the 2β processes in ⁱ³⁶Ce or ⁱ³⁸Ce. Thus, only lower half-life limits can be estimated. New improved half-life limits were set on double beta processes in ⁱ³⁶Ce and ⁱ³⁸Ce at the level of $T_{1/2} \sim 10^{17} - 10^{18}$ yr; many of them are even two orders of magnitude larger than the best previous results. At the same time, the sensitivity of the present experiment is still far from the theoretical predictions.

Further experimental progress can be achieved by deep purification of cerium from radioactive contamination (mainly by thorium), using of enriched cerium isotopes, and by increasing the experiment scale. In fact, it should be stressed that the activity of ²²⁸Th in the CeCl₃ crystal is three orders of magnitude lower than that in CeO₂. One can expect that further purification of cerium from thorium traces is possible, for instance, by using a chemistry similar to the applied to produce the CeCl₃ crystal scintillators.

7 Other activities

In 2014 it continued the investigation on the so called directionality, i.e. – in case of DM candidates inducing just nuclear recoils – on the correlation of their impinging direction (through the recoiling nuclei) with the Earth galactic motion.
In particular for directionality in recent years we have made extensive efforts and measurements with ZnWO$_4$ crystal scintillators, already interesting to investigate double beta decay of Zn and W isotopes [43]. These scintillators [53] have the particular feature to be anisotropic in the light output and in the pulse shape for heavy particles ($p$, $\alpha$, nuclear recoils) depending on the direction with respect to the crystal axes. The response to $\gamma/\beta$ radiation is isotropic instead. Among the anisotropic scintillators, the ZnWO$_4$ has unique features, which make it an excellent candidate for this type of research, and there is still plenty of room for the improvement of its performances. The possibility of a low background pioneer experiment (named ADAMO, Anisotropic detectors for DArk Matter Observation) to exploit deep underground the directionality approach by using anisotropic ZnWO$_4$ scintillators has been explored [53]. We have also discussed as first in written project and Conferences the potentiality to build detectors with anisotropic features by using Carbon Nanotubes (CNT) [54].

8 Conclusions

During 2014 DAMA/LIBRA has continued to take data in the phase2 configuration. The strictly quality control allows DAMA/LIBRA to be still the highest radio-pure set-up in the field with the largest exposed sensitive mass, the full control of running conditions, the largest duty-cycle and an exposure orders of magnitude larger than any other activity in the field, etc.

Studies on other DM features, second order effects, and several other rare processes are in progress with the aim to reach very high sensitivity also thanks to the progressive increasing of the exposure. In particular, analyses on possible diurnal effect in the DAMA/LIBRA-phase1 data have been released. In addition, a paper which summarizes in a simple and intuitive way why the neutrons, the muons and the solar neutrinos cannot give any significant contribution to the DAMA annual modulation results has been published.

Studies are under way towards possible DAMA/LIBRA–phase3 and/or DAMA/1ton (proposed since 1996).

In addition the work for the future (some years from now) installation of the $^{116}$Cd detectors in the low-background GeMulti set-up has been progressed as well as the preparations for the future search for super-heavy eka-tungsten with the help of ZnWO$_4$ scintillation and the preparation of the other future measurements (among them: developments on new SrI$_2$(Eu) crystals, on new enriched CdWO$_4$ depleted in $^{113}$Cd, on highly radio-pure ZnWO$_4$, further developing the goals of our project to develop highly radio-pure scintillators for the search of rare processes).

Finally, in 2014 all the DAMA set-ups have regularly been in data taking and various kinds of measurements are in progress and planned for the future.

During 2014 the results of the ANVUR VQR 2004-2010 evaluation appeared and for DAMA it is: 24/27 full-rank products; i.e. total score 25.6/27.

9 List of Publications during 2014
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I. INTRODUCTION AND STATUS OF DARKSIDE-50 AS OF MAY, 2015

The DarkSide-50 experiment is a direct search for WIMP Dark Matter using a liquid argon time projection chamber (LAr-TPC). The LAr-TPC has pulse-shape discrimination with rejection power of $\sim 10^7$ for gamma-ray and beta decay backgrounds while retaining high efficiency for WIMP recoils in the energy range expected for medium and high mass WIMPs. Neutron backgrounds are rejected with very high efficiency by a sophisticated veto system (see below) surrounding the TPC.

The DarkSide-50 apparatus consists of three nested detectors. Innermost is the Liquid Argon Time Projection Chamber (LAr-TPC), with its 50 kg active mass (150 kg mass total). This is surrounded by the 4.0 m diameter (30 tonne) borated Liquid Scintillator Veto (LSV), which lies within the 1 kt water Cherenkov detector (WCD). The organic scintillator mix consists of pseudocumene (PC) and trimethylborate (TMB), with the wavelength shifter (2,5) diphenyloxazole (PPO).

The experiment published its first results in [1], from an initial 50 live days $(1422 \pm 67)$ kg d) of data with an Atmospheric Argon (AAr) fill in the LAr-TPC and the full veto system functioning. The published results are discussed in Sec. II below. Most importantly, the pulse-shape discrimination combined with other analysis cuts was sufficient to completely suppress the $\sim 1.5 \times 10^7$ background events from $^{39}$Ar in the AAr exposure, giving a background-free WIMP region in the final acceptance plot.

Several major operations have been successfully performed on DarkSide-50 after the initial AAr data taking period ended. These included completely reconstituting the liquid scintillator, calibration measurements using radioactive sources inserted within the LSV, and finally the filling of the LAr-TPC with low-$^{39}$Ar underground argon. As a result, the full detector system is now functioning in a low background mode appropriate for an extended dark matter search.

The veto reconstitution was necessary in order to correct the previously reported compromise of the liquid scintillator by a high $^{14}$C content. This was caused by inadvertent use of a batch of TMB made from biological precursors containing modern carbon, rather than from petroleum. Removing the TMB by repeated distillation during June, 2014 reduced the $^{14}$C trigger rate in the LSV from 150kBq to 0.3kBq. In January, 2015, further operations were performed to re-distill the PC, restore the PPO thereby removed, and finally replace the TMB with radiopure material, albeit at a lower concentration (5% instead of 50%). No increase of the $^{14}$C trigger rate was observed on adding the new TMB. Details on the present performance of the veto are given below in Sec. IV.

Two TPC and LSV calibration campaigns were performed using neutron and gamma sources. The sources were inserted within the LSV using the newly commissioned source insertion device CALIS. The calibration campaigns and their first results are discussed in Sec. III.

The goal of DarkSide-50 is to conduct a dark matter search with the TPC filled with underground argon (UAr)[2,
3]. UAr has greatly reduced $^{39}$Ar content relative to AAr[4], which is necessary for the future extension of the DarkSide program to tonne-scale detectors. Years of work by members of the collaboration toward this goal culminated on April 1, 2015 when DarkSide-50 was topped off with essentially the entire world’s supply of UAr. Re-commissioning of the TPC with UAr is nearly complete at time of writing, but the early data already show that the detector is performing very well. The argon cryogenic system is stable; the UAr light yield is indistinguishable from that of AAr, and the UAr electron drift lifetime (a stringent indicator of any electronegative contaminants such as water or oxygen) is more than 4 milliseconds. Preliminary estimates of the radioactive $^{39}$Ar level in the UAr are significantly below the upper limits previously established by counting small samples of UAr[4]. Details of the TPC performance with UAr are presented below in Sec. V.

II. PUBLISHED RESULTS FROM ATMOSPHERIC ARGON FILL:

In Ref[1], we presented results from 50 live days ((1442 ± 67) kg d) of data with the LAr-TPC filled with Atmospheric Argon (AAr) and the full veto system functioning. This initial run established important technical results such as the stability of the innovative closed-loop argon circulation system with external purification and cooling, and demonstrated an electron drift lifetime in the LAr-TPC of > 5 ms. The photoelectron yield was measured in situ using a source of short-lived $^{85m}$Kr injected into the LAr circulation, as well as the $^{39}$Ar beta decay spectrum. The yield for primary argon scintillation at null field was $(7.9 \pm 0.4)$ PE/keV. Achieving such a high photoelectron yield was a key technical goal of the experiment, since photoelectron statistics dominate the background rejection power of the pulse shape discrimination.

Another technical innovation proven in the AAr exposure was the use of cryogenic preamplifiers designed at LNGS to read out the LAr-TPC photomultipliers. The resulting very high signal to noise ratio, combined with the high photoelectron yield, further increased the performance of the pulse shape discrimination.

The LSV was also commissioned, achieving a photoelectron yield of $(0.54 \pm 0.04)$ PE/keV. It was successfully used to remove a handful of neutron candidates from the AAr dataset, despite a high LSV background rate caused by the inadvertent use of TMB containing $^{14}$C from organic carbon precursors (this has since been remediated; see below).

Combined with other analysis cuts, the pulse shape discrimination was sufficient to completely suppress the $\sim 1.5 \times 10^7$ background events from $^{39}$Ar decays, i.e. to give a background-free WIMP region in the final acceptance plot. This plot is shown in Fig. 2, left. The DarkSide-50 spin-independent WIMP search exclusion plot derived from this analysis is shown in Fig. 2, right. The upper limit is as low as $6.1 \times 10^{-44}$ cm$^2$ at 100 GeV/c$^2$ WIMP mass, the best result achieved to date with an argon target.

The background-free result obtained with such a large sample of $^{39}$Ar decay events has important implications for measurements with UAr, with its much lower rate from $^{39}$Ar. The reported AAr exposure contained at least as many $^{39}$Ar events as 0.6 yr of running with UAr, implying that the background rejection in DarkSide-50 is
powerful enough to give a background-free result from a UAr run twenty years long. For a more realistic ∼3 year UAr run, the demonstrated $^{39}$Ar rejection power would allow the acceptance region to be significantly widened without admitting any background, giving even higher WIMP acceptance at low energies than in the publication.

III. RADIOACTIVE SOURCE CALIBRATION OF DARKSIDE-50

During 2014, DarkSide collaborators developed calibration hardware to deploy radioactive sealed sources within the LSV. CALIS (CALibration Insertion System) is designed to calibrate both the LAr-TPC and the LSV. The device has been constructed, tested at Fermilab and LNGS, precision cleaned, and successfully installed into the LSV with entry via the DarkSide CRH clean room (Fig. 3, left).

**FIG. 3.** left: CALIS after installation inside the CRH radon-suppressed clean room atop the WCD. right: Photograph taken with a camera looking into the LSV from the WCD. It shows a source deployed next to the cryostat of the LAr-TPC.

**Source Deployment:** In order to deploy a radioactive source next to the LAr-TPC, the source is brought into the CRH radon-suppressed clean room atop the WCD tank, and mounted in a source holder connected to the deployment device within CALIS. A stainless steel cable allows the source holder to be lowered into the LSV through a load lock on a dedicated access port, to a position next to the cryostat. The source holder is on the end of a 60 cm long articulated arm, which can be moved and rotated to position the source in 3-D relative to the cryostat (Fig. 3, right). Throughout the deployment a slightly pressurized nitrogen atmosphere is maintained in order to avoid exposing the liquid scintillator to oxygen or water, which would degrade it. All materials used for CALIS, such as stainless steel, teflon, and viton, that come in contact with the scintillator are certified for contact with the liquid scintillator. The system includes several safety features to ensure safe deployment and retrieval of the source without affecting the stability and performance of the LSV. After data taking, the deployment device is retracted into the load lock and a sequence of $\text{N}_2$ purging and evacuation removes all traces of scintillator. The source holder can then be removed from the deployment device and the radioactive source returned to storage. Tests in air at LNGS established the deployment system’s positioning accuracy to be about ±1 cm after its 7 meter journey into the LSV. This result is being compared to calibration campaign data in an ongoing analysis. The CALIS concept has the built-in flexibility to deploy different devices next to the cryostat, e.g. the deployment of a (d,d) neutron generator is considered in the future.

**Calibration Campaigns:** After the calibration device and the deployment procedures were approved by the DarkSide scientific committee, two extensive calibration campaigns were performed during October through December.
2014 and January through February 2015. The performance and stability of the LSV and LAr-TPC were not affected by these campaigns.

Since these were the first exposures of DarkSide-50 to external radioactive sources, several different gamma sources were explored ($^{57}$Co, $^{133}$Ba and $^{137}$Cs), in addition to two Am-Be neutron sources differing significantly in activity. The Am-Be neutron source deployments allowed the full DarkSide-50 system (LAr-TPC, LSV, WCD) response to neutrons to be measured in situ for the first time. Data was taken while conditions such as the TPC drift field (null field, 100 V/cm, 150 V/cm, 200 V/cm) and the source positions relative to the TPC were systematically varied. This was done to improve our understanding of the detector and to allow accurate tuning of the detector optics and LAr microphysics embodied in G4DS, the DarkSide-50 Monte Carlo.

**DarkSide-50 Monte Carlo**: G4DS is a Geant-4 based simulation of the energy deposits of each type of particle in LAr and in the materials of the detector, the generation of scintillation signals, and the light collection. The program contains accurate representations of the materials and geometry of the entire detector (including the vetoes), the optical parameters of materials which affect the photon propagation, and also an LAr scintillation and ionization model to accurately simulate light generation by various modes of energy deposition. This effective model had to be developed due to the lack of complete experimental and theoretical information about electron- ion recombination in LAr in the literature. The model includes a functional form for the recombination probability based on literature data, with parameter values fitted to make the MC agree with the high statistics $^{39}$Ar spectrum. The overall photoelectron yield of the MC was normalized at the $^{39}$Ar endpoint. The entire Monte Carlo chain was then tested by comparisons with data from the external calibration sources, $^{57}$Co, $^{133}$Ba and $^{137}$Cs.

**Early Results**: Fig. 4, left shows a comparison of $^{57}$Co calibration source S1 scintillation spectrum to the G4DS MC simulation. The calibration source data was analyzed with minimal cuts but restricting the sample to single-site interactions having one S1 and one S2 pulse. To reproduce this condition, the MC clusterizes its calculated energy deposits and rejects events with clusters sufficiently separated to fail the single-site cut applied to the data. The $^{57}$Co gamma ray spectrum reaching the TPC is also significantly degraded by Compton interactions in the stainless steel source holder, the cryostat, and the copper field cage rings of the TPC. These effects change the observed spectrum significantly, and appear to be well accounted for by the MC. Also, the short attenuation length of the 122 keV gammas from $^{57}$Co causes the interactions to be concentrated near the detector’s edge, which is harder to describe in MC than the central region of the detector. While some improvements are yet to be made, the level of agreement between the simulation and the various complex features of the data is very encouraging.
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FIG. 4. *left*: Data-MC comparison for the S1 primary scintillation spectrum from a $^{57}$Co source deployed next to the cryostat. While some improvements are yet to be made, the level of agreement between the simulation and the various complex features of the data is very encouraging. *right*: Plot of F90 vs. scintillation signal S1 from a high rate Am-Be neutron source calibration of DarkSide-50. The red line shows the mean F90 for the nuclear recoil band, while the points in yellow show the corresponding F90 values scaled from SCENE measurements and used in our publication Ref. [1]. There is very good agreement between the two. Inelastic scattering of the high energy neutrons, the high source intensity, and correlated neutron and γ-ray emission by the Am-Be source all contribute events outside the nuclear recoil and electron recoil bands.

The WIMP search box and nuclear recoil acceptance in our paper [1] were established without the availability of neutron calibration data in DarkSide-50. Pulse shape discrimination in DarkSide-50 is based on a parameter called F90, which is the fraction of S1 scintillation occurring in the first 90 ns of a pulse. F90 mean values were measured in the SCENE experiment [6] as a function of energy and then scaled to the light yield of DarkSide-50, and the electron and nuclear recoil acceptance curves were determined from an analytic statistical model of the F90 distributions as a function of energy. While we have full confidence in this approach, the Am-Be neutron source
FIG. 5. The low energy spectrum seen in the LSV in the original configuration, with $^{14}$C-rich TMB, at 50% concentration, compared to the current low-$^{14}$C TMB at $\sim 5\%$ concentration. The dramatic decrease in $^{14}$C background is evident.

data now allow the approach to be directly verified. The mean F90 for nuclear recoils in DarkSide-50 is found to agree closely with the corresponding scaled SCENE results, as shown in Fig. 4, right). (Events in this plot outside the nuclear recoil and electron recoil bands are contributed by inelastic scattering of energetic neutrons from the Am-Be source, along with its correlated neutron and gamma ray emissions.)

In January and February 2015 the reconstitution of the LSV scintillator was completed and a second Am-Be neutron source calibration was performed, mainly to study the LSV response in the various neutron detection channels. With a borated scintillator, a critical aspect of the neutron detection efficiency is the capability to observe the 6.4 % capture branch leading to a $1775$ keV $\alpha + ^7$Li(g.s.) without any accompanying $\gamma$-ray. Veto results are described in further detail below in Sec. IV.

IV. DARKSIDE NEUTRON VETO PERFORMANCE

Several major operations were performed on the LSV between November 2014 and February 2015:

- many repeated distillations of the entire 30 t of PC-TMB-PPO mixture to remove the $^{14}$C-rich TMB and purify the PC beginning in June 2014
- cycling of the entire scintillator inventory through external pumps to allow the re-insertion of PPO in two aliquots during December 2014 and February 2015
- cycling to insert the radiopure TMB in January 2015
- two calibration campaigns involving the insertion of radioactive sources during October through December 2014 and January through February 2015 (Sec. III).
- disposal of the $^{14}$C-rich TMB during November, 2014

These operations were successfully carried out without incident, with generous assistance and hard work from the LNGS staff and Health and Safety Department.

**First PPO addition:** The first PPO addition campaign took place on December 1 and 2, 2014. It restored the PPO concentration from a few ppm remaining after PC distillation, to $680 \pm 30$ ppm ($\sim 0.7$ g/l). The addition of PPO increased the light yield of the LSV from $\sim 0.4$ PE/keV to $\sim 0.5$ PE/keV with no increase of $^{14}$C or other backgrounds.

**Radiopure TMB addition:** During the TMB addition campaign, which took place between January 8th and 15th, a total of 1.44 tons of TMB were added to the LSV. The mass fraction of TMB was increased to $\sim 5\%$, corresponding to a neutron capture time in the LSV of about 20 $\mu$sec. The trigger rate and the light yield of the LSV were unchanged by this operation. Fig. 5 compares the $^{14}$C spectra with the original $^{14}$C-rich TMB, at 50% concentration, to that of the current low-$^{14}$C TMB at $\sim 5\%$ concentration. The dramatic decrease in $^{14}$C background allows much more stringent veto cuts to be imposed on the WIMP search events than was the case during the data taking for Ref[1], without introducing significant dead time.
**Neutron calibration and second PPO addition:** A neutron source calibration of the LSV followed the TMB addition operation. The main goal of this calibration was to observe the neutron captures on $^{10}$B in the TMB, which occurs via two channels:

\[
^{10}\text{B} + n \rightarrow ^{7}\text{Li} + \alpha \\
^{10}\text{B} + n \rightarrow ^{7}\text{Li}^* + \alpha, \quad ^{7}\text{Li}^* \rightarrow ^{7}\text{Li} + \gamma(478\text{keV})
\]

The first channel listed leaves the $^7$Li daughter in its ground state, with a kinetic energy of 1015 keV. The accompanying $\alpha$ has kinetic energy 1775 keV. Due to scintillation quenching, this channel is expected to have a pulse height in the LSV at or below $\sim$50 keV$_{\text{pe}}$. This channel, with its highly quenched scintillation signal, must be detected with high efficiency in order to achieve the very high radiogenic neutron detection efficiency (99.5%) desired for the DarkSide program. The second listed channel gives a much larger pulse height in the LSV due to the un-quenched signal of the 478 keV $\gamma$-ray in prompt coincidence with the 839 keV $^7$Li nucleus and the 1471 keV $\alpha$.

During the neutron calibration campaign of February, 2015, a second PPO addition was performed. This increased the PPO concentration from $\sim$ 0.7 g/l to $\sim$ 1.5 g/l. This further addition of PPO slightly decreased the light yield of $\beta$ and $\gamma$ interactions but also slightly increased the light yield for $\alpha$+$^7$Li products, by decreasing the $\alpha$+$^7$Li scintillation quenching [12]. The trigger rate due to $^{14}$C or other radioactive backgrounds in the LSV did not increase during the calibration and second PPO campaign.

![Scintillation pulse height spectrum seen in the LSV at 1.5 g/l PPO, for signals in delayed coincidence with a large LSV signal from the 4.4 MeV gamma rays accompanying many Am-Be neutrons. The peak on the left is from the 6.4% of captures which lead to an $\alpha$+$^7$Li(g.s.), while the peak on the right is from the 93.6% of captures that lead to the $^7$Li excited state, piled up with the accompanying 478 keV $\gamma$-ray. The delay time distributions for the two peaks in the left panel. Note the arbitrary displacement of the curves for clarity. The expected neutron capture time for a 5% TMB scintillator is about 20 $\mu$s. The capture times (τ) shown in the legend were found by fitting an exponential decay plus a constant to the time distributions. Both peaks show the time dependence of neutron capture in the scintillator, with a non-negligible constant background still evident in the case of the ground state transition.](image)

**Figure 6.** Left: Scintillation pulse height spectrum seen in the LSV at 1.5 g/l PPO, for signals in delayed coincidence with a large LSV signal from the 4.4 MeV gamma rays accompanying many Am-Be neutrons. The peak on the left is from the 6.4% of captures which lead to an $\alpha$+$^7$Li(g.s.), while the peak on the right is from the 93.6% of captures that lead to the $^7$Li excited state, piled up with the accompanying 478 keV $\gamma$-ray. Right: The delay time distributions for the two peaks in the left panel. Note the arbitrary displacement of the curves for clarity. The expected neutron capture time for a 5% TMB scintillator is about 20 $\mu$s. The capture times (τ) shown in the legend were found by fitting an exponential decay plus a constant to the time distributions. Both peaks show the time dependence of neutron capture in the scintillator, with a non-negligible constant background still evident in the case of the ground state transition.

In the analysis of the 50 day AAr campaign [1], the sensitivity of the LSV was largely determined by the high $^{14}$C background rate. The threshold for applying an LSV veto could not be set low enough in energy to see the $^7$Li(g.s.) neutron capture channel without introducing excessive dead time. Now that the $^{14}$C rate is so much lower, cuts can be made which allow these events in the 20–30 PE range to be efficiently vetoed. This should allow the LSV to operate with significantly lower veto inefficiency than that reported in the 50 day AAr campaign [1].

With the present TMB concentration, $\sim$ 8% of neutrons will capture on $^1$H. Neutron capture on $^1$H produces a 2.2 MeV $\gamma$-ray, which is energetic enough to be easily seen if most of the energy is deposited in the scintillator.
FIG. 7. Scatterplot of radius squared vs. drift time (z position) for all single-site events from UAr in the TPC. Events are seen to be concentrated along the boundaries of the detector, showing the self-shielding effect described in the text. The position cut imposed in Fig. 8 (right) is shown as a pink box.

However, for neutron captures occurring near the TPC cryostat, the γ-ray may strike the cryostat and be absorbed without depositing enough energy in the LSV to be detected. If this happens and in addition the neutron’s slowing down signal is below threshold, the LSV may fail to detect and veto the neutron. While the loss of sensitivity due to this effect is still being studied, we suspect that this may be the limit on the veto efficiency that can be achieved with the present TMB concentration.

V. COMMISSIONING OF DARKSIDE-50 WITH UAR AND FIRST RESULTS

When DarkSide-50 is filled with AAr, background from the beta decay of cosmogenic 39Ar dominates the event rate below that nuclide’s 565 keV endpoint. Extension of the DarkSide program to ton-scale LAr-TPCs requires this background to be eliminated by procuring argon free of 39Ar. Members of our collaboration have achieved this by constructing a plant at a gas well in Cortez, Colorado [2] to extract argon from the underground gas stream, and a cryogenic distillation plant at Fermilab [3] to purify this material. After years of effort, over 150 kg of underground argon (UAr) has been extracted, purified, and shipped to LNGS from its final purification site at Fermilab. Shipment was by sea, to avoid activation by cosmic rays. The UAr arrived at LNGS on February 11, 2015.

Several large pieces of new equipment needed for the UAr fill were also delivered, installed and commissioned at LNGS in preparation for the UAr fill. These included a very high-capacity heated getter system designed and built by Darkside collaborators to polish the UAr as it came out of its shipping bottles, as well as components for the UAr recovery system with a 200 bar compressor to ensure that the “genie” could be put back in his bottle(s) in case of emergency. In March, 2015 the DarkSide-50 TPC was turned off and the AAr was removed. Extensive realistic testing was performed on the new equipment and the UAr recovery system, and the stability of the cryogenic systems under complete power failure was verified. At last, the detector was prepared for re-filling with UAr.

After these six weeks of intense effort by members of the collaboration assisted by LNGS staff, the UAr filling operation started on March 25, and was completed on April 1. The step-by-step re-commissioning of the detector started immediately.

The first step was to take primary scintillation-only (S1) data with no drift field. This setting also allowed high
resolution study of the residual background with the UAr fill. Within hours the positions of identified primordial radionuclide lines lying above the $^{39}$Ar endpoint showed that the photoelectron yield was indistinguishable from that seen with AAr (Fig. 8, left). These lines originate from the very low levels of U and Th in the detector construction materials.

When the drift field was turned on, it rapidly became apparent that the initial purity of the UAr fill was extraordinary, with a drift lifetime exceeding 4 ms. The drift time and $(x,y)$ localization information available with field on showed that the residual UAr background events were strongly concentrated at the periphery of the sensitive volume (Fig. 7). This represented a long awaited confirmation of the self-shielding effect that will provide added powerful background rejection in much larger detectors.

Fig. 8, right, shows a comparison of S1 pulse height spectra from UAr vs. AAr with the TPC fields on.

To seek a clean sample of $^{39}$Ar events, a single scatter cut and a strong fiducial volume cut were imposed. The cut was $r < 10$ cm and $13$ cm $< z < 22$ cm, with the full detector radius being 17.8 cm and the full height 35.6 cm. The cut thus restricts events to lie in the central $\sim 10\%$ of the detector volume. This left a hint of the $^{39}$Ar spectral shape visible in the UAr data. The UAr/AAr agreement above the $^{39}$Ar endpoint was preserved, as expected since both are dominated by the same gamma ray backgrounds in that energy region. The relative livetime normalization of these event samples was confirmed from the ratio of the integrated numbers of events above the $^{39}$Ar endpoint, which is $1.06 \pm 0.02$ (stat). The agreement can be seen by comparing the dark blue and red lines in Fig. 8, right.

For an energy interval within the flat part of the $^{39}$Ar spectrum, the ratio of events in the fiducialized AAr/UAr spectra is $300 \pm 7$ (stat). This is a conservative value for the $^{39}$Ar ratio in AAr/UAr, because the AAr spectral area is totally dominated by high rate $^{39}$Ar while the UAr spectral area contains both $^{39}$Ar and some additional background. Some of the background can be seen by comparing the red and green lines in Fig. 8, right, which shows the effect of imposing an LSV veto cut on the fiducialized UAr data. The veto removes a small number of events, presumed to be multiply Compton scattered gamma rays with one interaction in the LSV and one in the LAr-TPC. The great majority of events below the $^{39}$Ar endpoint are unaffected by the veto cut, as expected for fully contained low energy betas from $^{39}$Ar.

This analysis confirms that the $^{39}$Ar background in the full inventory of UAr is well below the upper limit previously established by counting small samples [4]. That published upper limit was already sufficient for the extension of the DarkSide program to ton-scale detectors.
VI. CONCLUSIONS AND OUTLOOK

DarkSide has now opened a new chapter in which the full potential of the LAr-TPC technology can begin to be realized. With the detector systems now in a very stable and extremely low background condition, we are looking forward to an extended dark matter search run, and to developing a further understanding of the remaining, non-$^{39}$Ar backgrounds.
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Abstract

The GERmanium Detector Array (GERDA) at the Laboratori Nazionali del Gran Sasso of INFN, Italy, searches for neutrinoless double beta ($0\nu\beta\beta$) decay of $^{76}\text{Ge}$. The GERDA experiment completed a first phase in 2013 and a lower limit on the half-life of the $0\nu\beta\beta$ decay for $^{76}\text{Ge}$ was derived: $T_{1/2}^{0\nu} > 2.1 \cdot 10^{25}$ yr (90\% C.L.). Other results include an improved value for the two-neutrino double beta decay half-life $T_{1/2}^{2\nu} = 1.926 \pm 0.095 \cdot 10^{21}$ yr and a limit for Majoron accompanied double beta decay $T_{1/2}^{0\nu\chi} > 4.2 \cdot 10^{23}$ yr (90\% C.L.). Currently, GERDA is upgrading to the second phase which allows to achieve a factor of 5-10 better sensitivity with respect to Phase I. In this report, the main results obtained from GERDA Phase I and the status of Phase II preparations are discussed.
1 Introduction

The GERmanium Detector Array, GERDA, searches for neutrinoless double beta decay of $^{76}\text{Ge}$. The detection principle of GERDA is based on bare high-purity germanium (HPGe) detectors made from isotopically enriched material (86% of $^{76}\text{Ge}$), immersed in liquid argon (LAr). Neutrinoless double beta decay of atomic nuclei $(A, Z) \rightarrow (A, Z+2) + 2e^-$ is a forbidden process in the Standard Model (SM) of particle physics because it violates lepton number conservation by two units. The observation of such a decay would demonstrate that neutrinos have a Majorana component.

In GERDA Phase I, an exposure of 21.6 kg·yr has been collected with a background index (BI) of the order of $\text{BI} \approx 10^{-2}$ cts/(keV·kg·yr). No excess of events from $0\nu\beta\beta$ decay has been detected in the region of interest and a lower limit on the half-life of the decay has been determined: $T^{0\nu}_{1/2} > 2.1 \cdot 10^{25}$ yr (90% C.L.). The data have been used to search also for other $^{76}\text{Ge}$ decay modes like different Majoron accompanied decays.

In GERDA Phase II, the total mass of $^{76}\text{Ge}$ will be increased to about 35 kg and the background will be reduced by a factor of ten by the detection of liquid argon scintillation light as veto in combination with an improved pulse-shape discrimination performance. The sensitivity goal on half-life is $1.5 \cdot 10^{26}$ yr with a background index of $10^{-3}$ cts/(keV·kg·yr) and an exposure of 100 kg·yr.

2 The Phase I setup

The GERDA experiment employs germanium diodes made from material enriched to about 86% in $^{76}\text{Ge}$ ($^{enr}\text{Ge}$) and in strings of eight detectors in a cryostat filled with liquid argon. An artist view of the detector is shown in Fig. 1. The LAr acts as both the cooling medium for the semiconductors and as shield against external background. The internal side of the stainless steel cryostat vessel is covered with a copper lining to reduce gamma radiation from the cryostat walls. The cryostat is surrounded by a large tank (8.5 m height and 10 m diameter) filled with 590 m$^3$ of ultra-pure water. The water tank is instrumented with 66 PMTs to detect Cherenkov light produced by muons. Muon detection is also achieved by an array of 36 plastic scintillator panels placed on the roof of the cleanroom. A class 7 clean room and a two-arm lock are installed on the top of the GERDA building to insert the detectors into the cryostat. For further details about the GERDA experimental setup see Ref. [1].

GERDA Phase I started in November 2011 with 8 p-type $^{enr}\text{Ge}$ semi-coaxial (HPGe) detectors (17.7 kg total mass), five of them from the previous Heidelberg-Moscow (HdM) experiment and three from the IGEX experiment, and one with natural isotope composition from the GENIUS-Test-Facility (3 kg). In July 2012, five diodes (Broad Energy Germanium detectors, BEGe), with total mass of 3.6 kg, were added to test them in the real GERDA environment. Signal read out from the diodes is made by charge sensitive amplifiers located about 30 cm above the detectors. Signals are digitized by 100 MHz Flash ADCs. Digital filters reconstruct the physical parameters of interest like the energy and the rise time of the event [2]. The energy calibration is made with $^{228}\text{Th}$ sources on a weekly basis. The exposure-weighted average energy resolution (FWHM) at $Q_{\beta\beta}$ is $(4.8 \pm 0.2)$ keV for semi-coaxial detectors and $(3.2 \pm 0.2)$ keV for BEGe detectors. Phase I data were split into three sets; one containing the BEGe data (labelled “BEGe”), one (labelled “Silver”) containing semi-coaxial data taken in the short period when the BEGe detectors were deployed (a higher background index was observed) and the third containing the rest of the data from semi-coaxial detectors (labelled “golden”). Events in the region of interest (in the interval $Q_{\beta\beta} \pm 20$ keV) were kept “blinded”, i.e. not processed, until the calibration was finalized.
Figure 1: An artist’s view of the GERDA detector. The array of Ge detectors is not to scale. (1): the array of germanium detector string; (2): the stainless steel cryostat; (3): copper lining; (4): the water tank; (5): the clean room; (6): the lock. Plot from Ref. [1].

and all the selection cuts and analyses were fixed. The energy spectrum from semi-coaxial and BEGe detectors was fitted to a background model in the range between 570 and 7500 keV (for further details see Ref. [3]): the background is mainly due to sources close to the detectors or on the detector surface and the background is expected to be flat in the region of interest. Excluding ±5 keV around the expected position of the single escape peak from $^{208}$Tl (2104 keV) and of the $\gamma$ line from $^{214}$Bi (2119 keV), the interpolated value for the background index (BI) in the region of interest was $BI=1.75^{+0.26}_{-0.24}\times10^{-2}$ cts/(keV·kg·yr) for semi-coaxial detectors and $BI=3.6^{+1.3}_{-1.0}\times10^{-2}$ cts/(keV·kg·yr) for BEGe detectors. The characteristic pulse shape of $0\nu\beta\beta$ events was used to discriminate signal events from background ones. Different methods for Pulse Shape Discrimination (PSD) were developed for semi-coaxial and BEGe detectors due to the characteristics of the pulses and electric field distributions for the two types [4]. For a review of the GERDA experiment see also Ref. [6].

3 Results from GERDA Phase I

In the following sections the results obtained from GERDA Phase I data are discussed. An analysis on the search for neutrinoless double beta decay to excited states from GERDA Phase I is still ongoing.

3.1 Limit on the half-life of $0\nu\beta\beta$ decay of $^{76}$Ge

With a total collected exposure of Phase I of 21.6 kg·yr, a limit on the half-life of $0\nu\beta\beta$ decay of $^{76}$Ge was derived (see Refs. [5] and [6]). After the analysis cuts and methods were fixed, the region around $Q_{\beta\beta}\pm5$ keV was unblinded. In this energy region seven events were observed while
5.1 $\pm$ 0.5 were expected from background. The PSD cut rejected three of the six events from the semi-coaxial detectors and the one from the BEGe detector. The Background Index after Pulse Shape Discrimination on “golden” data was $10^{-2}$ cts/(keV$\cdot$kg$\cdot$yr). No excess of events above the background expectation was observed. To derive the limit on signal counts $N^{0\nu}$ and a frequentist coverage interval, a profile likelihood fit of the three data sets was performed. The fitted function contained a constant term for the background and a Gaussian peak for the signal with mean at $Q_{\beta\beta}$ and standard deviation $\sigma_E$. The fit had four free parameters: the backgrounds of the three data sets and $1/T^{0\nu}_1/2$, which relates to the peak integral. The likelihood ratio was evaluated only for the physically allowed region $T^{0\nu}_1/2 > 0$. The systematic uncertainties due to the detector parameters, selection efficiency, energy resolution and energy scale were folded in with a Monte Carlo approach which takes correlations into account. The best fit value obtained was $N^{0\nu} = 0$ and the 90% C.L. limit $N^{0\nu} < 3.5$ which converts to
\[
T^{0\nu}_1/2 > 2.1 \cdot 10^{25} \text{ yr (90% C.L.)},
\]
including systematic uncertainties. Given the background levels and the efficiencies, the median sensitivity for the 90 % C.L. limit was $2.4 \cdot 10^{25}$ yr.

In Fig. 2 the spectrum before and after PSD is shown together with the likelihood fit (solid blue curve) and the expectation based on the claim (dashed red curve from Ref. [7]). Taking $T^{0\nu}_1/2$ from Ref. [7] at its face value 5.9$\pm$1.4 decays are expected in $\Delta E = \pm 2\sigma_E$ and 2.0$\pm$0.3 background events after the PSD cuts (red dotted curve in Fig. 2). This can be compared with three events detected after PSD cuts, none of them within $Q_{\beta\beta} \pm \sigma_E$. The model ($H_1$), which includes the $0\nu\beta\beta$ signal calculated above, gives in fact a worse fit to the data than the background-only model ($H_0$): the Bayes factor, namely the ratio of the probabilities of the two models, is $P(H_1)/P(H_0) = 0.024$. Assuming the model $H_1$, the probability to obtain $N^{0\nu} = 0$ as the best fit from the profile likelihood analysis is $P(N^{0\nu} = 0|H_1) = 0.01$. The GERDA result is consistent though stronger with the limits by the previous HdM [8] and IGEX [9] experiments. The profile likelihood fit is extended to include the energy spectra from HdM and IGEX. Constant backgrounds for each of the five data sets and Gaussian peaks for the signal with common $1/T^{0\nu}_1/2$ are assumed. Experimental parameters (exposure, energy resolution, efficiency factors) are obtained from the original references or, when not available, extrapolated from the values used in GERDA. The best fit yields $N^{0\nu} = 0$ and a limit of
\[
T^{0\nu}_1/2 > 3.0 \cdot 10^{25} \text{ yr (90% C.L.)}.
\]
The Bayes factor is $P(H_1)/P(H_0) = 2 \cdot 10^{-4}$; the claimed $0\nu\beta\beta$ signal is hence strongly disfavored. The combined half-life limit corresponds to an upper limits on the effective neutrino mass between 0.2 and 0.4 eV using different nuclear matrix element calculations.

### 3.2 Results on $\beta\beta$ decay with emission of two neutrinos or Majorons in $^{76}$Ge from GERDA Phase I

The GERDA collaboration has completed two more analyses: a new measurement of the half-life of the $2\nu\beta\beta$ process and the search for neutrinoless double beta decay of $^{76}$Ge with Majoron emission. The paper describing both analyses was submitted to EPJC [12]. The new measurement of $T^{2\nu}_{1/2}$ of the $2\nu\beta\beta$ decay of $^{76}$Ge is obtained using the golden data set (17.9 kg$\cdot$yr) with the coaxial detectors:
\[
T^{2\nu}_{1/2} = \left(1.926 +0.025^{+0.092}_{-0.092}\right) \cdot 10^{21} \text{ yr}
\]
\[
= (1.926 \pm 0.095) \cdot 10^{21} \text{ yr}.
\]
TABLE I. Parameters for the three data sets with and without the pulse shape discrimination (PSD). "bkg" is the 90\% C.L. limit (blue). In the lower panel the energy window used for the background interpolation is indicated. Plot from Ref. [5].

with the latter combining in quadrature the statistical and systematic uncertainties. The largest contribution to the systematic uncertainties comes from the uncertainty on the active masses of the coaxial detectors used in the analysis (4\%). In this analysis, the background model uncertainty (+1.2\%) has been significantly reduced compared to the analysis of the first 5 kg-yr of Phase I data reported in Ref. [13] where the systematic uncertainty due to the background model was +5.7\% -2.1\%. The new result is in good agreement with the previous one. The background level achieved in GERDA Phase I is about one order of magnitude lower with respect to predecessor 76Ge experiments and has allowed the measurement of $T_{1/2}$ with a signal-to-background ratio of 3:1 in the 570–2039 keV interval, or 4:1 in the smaller interval of 600–1800 keV. These ratios are much better than for any past experiment which studied 2νββ decay of 76Ge.

Although the main focus of experimental efforts lies on the detection of 0νββ decay, there are also other proposed mechanisms which are being searched for. Some models predict 0νββ decays proceeding through the emission of a massless Goldstone boson, called Majoron ($\chi$) [14, 15, 16]. In other models, the Majoron carries leptonic charge and cannot be a Goldstone boson [17, 18] or the 0νββ decay proceeds through the emission of two Majorons [19]. All these models predict different distributions of the summed energy $K$ of the emitted electrons. The spectral shapes are essentially defined by the phase space $G$ of the emitted particles:

$$\frac{dN}{dK} \sim G \sim (Q_{\beta\beta} - K)^n$$

where $n$ is the spectral index of the model. Single Majoron emitting ββ decays can be divided into three classes, $n = 1$, $n = 2$, and $n = 3$. Double Majoron emitting decays can have either $n = 3$ or $n = 7$. Their characteristic spectral shapes differ from that of two-neutrino ββ decay (2νββ) with $n = 5$. Majoron emission processes (0νββχ) were searched for in the energy spectra with exposure of 20.3 kg-yr using both coaxial and BEGe detectors. The analysis was performed for all four possibilities of the spectral index $n$. No indication for a contribution of 0νββχ was
Figure 3: Best-fit model and data energy spectrum for the coaxial and the BEGe data sets. The contributions from $2\nu\beta\beta$ decay and the background contributions are shown separately. The best-fit model does not contain contributions from $0\nu\beta\beta\chi$. The smallest interval of 68% probability for the model expectation is indicated in grey. Also shown is the upper limit for $0\nu\beta\beta\chi$ decay with $n = 1$ as determined from the 90% quantile of the marginalized posterior probability for $1/T_{1/2}^{0\nu\chi}$. For illustrative purpose, also the upper limits at 90% C.I. of the other three spectral indices $n = 2, 3, 7$ are reported. Plot from Ref. [12].

found in any of the cases. Lower limits on the half-lives $T_{1/2}^{0\nu\chi}$ were determined from the quantiles of 90% probability of the marginalized posterior probability distributions. The results constitute the most stringent limits on $T_{1/2}^{0\nu\chi}$ of $^{76}$Ge obtained to date. For the standard mode ($n = 1$), the lower limit is determined to be:

$$T_{1/2}^{0\nu\chi} > 4.2 \cdot 10^{23} \text{ yr.}$$

From the lower limit of Eq. 5, an upper limit on the effective neutrino-Majoron coupling constant, $\langle g \rangle$, can be inferred:

$$\langle g \rangle < (3.4 - 8.7) \cdot 10^{-5}.$$  

The global model together with the energy spectra for both the coaxial and the BEGe data sets is shown in Fig. 3. The contributions from the background components, from the $2\nu\beta\beta$ decay only and the combined spectra from both contributions are drawn separately. For illustrative purpose, also the upper limits at 90% C.I. of the other three spectral indices $n = 2, 3, 7$ are reported.
3.3 Reprocessing of Gerda Phase I Data with the ZAC Filter

One of the crucial experimental parameters in the search for $0\nu\beta\beta$ decay is energy resolution. The sensitivity to find a Gaussian peak over a flat background depends on the Full Width at Half Maximum (FWHM) at $Q_{\beta\beta}$ (2039 keV in the case of $^{76}\text{Ge}$) as:

$$T_{1/2}^{0\nu} \propto \frac{1}{\sqrt{\text{FWHM}(Q_{\beta\beta})}}$$

where $T_{1/2}^{0\nu}$ is the sensitivity to give a limit for the $0\nu\beta\beta$ half-life at a given confidence level. During Phase I, the resolution was deteriorated due to low-frequency noise. A digital shaping filter with enhanced low-frequency rejection properties has been developed and tested as an alternative to the standard Gaussian shaping for energy reconstruction. The new filter consists of a cusp filter, which is known to be the optimum for series and parallel noise [20], with the condition of having zero area for reducing low-frequency noise [21] and with a central flat-top for the correction of ballistic deficit. The current signal deformation induced by the amplifier integration and the resistive discharge is corrected via a deconvolution. The construction of this Zero-Area finite-length Cusp filter (referred to as “ZAC filter”) is depicted in Fig. 4.

The signal shaping is performed via a convolution of each recorded waveform with this filter and the energy is deduced from the maximum of the shaped signal. The filter parameters have been tuned for each detector separately in order to fully exploit the available information. All Phase I calibration and physics data have been reprocessed. The average resolution improvement is 0.3 keV for the calibration data at $Q_{\beta\beta}$ and about 0.5 keV for the combined physics data. The impact of this resolution improvement in the physics reach of GERDA Phase I is $\sim 5\%$ in median sensitivity. For this reason, the same filter optimization technique is going to be used from the beginning of Phase II. A GERDA Collaboration paper describing the algorithm and the reprocessing of Phase I data has been submitted for publication [22].
4 Preparations for Phase II

In 2014, the main effort of GERDA has been the transition to the second phase of the experiment. The motivation for the upgrade is an expected improvement in sensitivity by a factor of 5-10 by doubling the detector mass and measurement time and by reducing the background level by an order of magnitude. The latter is achieved by the detection of liquid argon scintillation light produced by $^{208}$Tl or $^{214}$Bi decays and by improved pulse shape performance of the new detector type (BEGe detectors) which allows to discriminate surface events and multiple energy depositions in a detector effectively.

The transition of the hardware from GERDA Phase I to Phase II affects all components of the experiment except the cryostat and the muon veto. The development and construction of all items started during Phase I and most items were installed in 2014. Fig. 5 shows a cross section of the glove box (for detector handling in nitrogen atmosphere) and the lock with the detectors, readout electronics, liquid argon veto and the energy chain. In the following, the different components will be discussed briefly.

Lock and energy chain

The number of cables needed for the readout of the germanium detectors and the argon veto increases by a factor of five compared to Phase I and accordingly the number of feedthroughs. Consequently, the energy chain, which contains all cables and is the support for detectors and
veto, was enlarged in cross section and material thickness. The total radioactivity of the cables in the chain is similar compared to Phase I since the specific radioactivity is reduced due to a custom production.

Instead of the two locks of Phase I, now only one lock with increased diameter houses the argon veto and the detector strings.

The mechanics was assembled and tested together with the PLC operating the energy chain, vacuum pumps and shutter. Radon emanation of $13 \pm 4$ mBq from the cables and the lock was measured with our 1 m$^3$ electrostatic radon monitor. This value is small compared to the emanation of the cryostat and the cryogenic infrastructure of 54 mBq.

**Germanium detectors, support and contacting**

To double the detector mass, 30 BEGe type diodes made from material with $^{76}$Ge fraction enriched to about 87% have been produced. Aluminum pads have been deposited on the detectors for electrical contacting by wire bonding. All detectors were characterized in a vacuum cryostat [23] and are ready for deployment.

In Phase I, each detector was mounted in a copper frame (80 g) with PTFE spacers for insulation of the outer surface (11 g). In Phase II (see Fig. 6) this mass is reduced to about 26 g Cu and 2 g PTFE for a BEGe pair. In addition, we use about 40 g of mono-cryostaline silicon. The latter is expected to be radio pure [24] and radon emanation measurements show no signs of surface contamination. The first detectors were deployed in the GERDA cryostat soon after the new lock was installed and one entire string at the end of 2014 (see Fig. 6). The detector support and the handling and assembly procedures were tested and proved to be adequate.

**Germanium detector readout**

The charge sensitive amplifiers for the readout of germanium detectors should contribute little to the total background. The solution chosen for Phase I was to place the electronics about 30 cm
above the top detector. The long cables connecting the detectors to the amplifiers contribute to the capacitance at the input - and hence to the noise - and are responsible for an increased sensitivity to microphonic noise [22].

To reduce both effects while complying with the radioactivity constrain, the amplifier can be split into two parts: the input JFET and the feedback components are placed close to the detector and the remaining parts consisting of commercial components are about 40 cm above the top detector.

Flexible printed circuit cables made on Kapton or Cuflon (copper on PTFE) are used for the connection between the JFET and the rest of the amplifier and for the high voltage contact of the germanium detector (see Fig. 6). The detector is bonded to the cables. The small value feedback and test pulse capacitors are implemented between top and bottom traces on the cable. Kapton is a standard material available also in full length of 80 cm required for the longest connection of the bottom detector in a string. Cuflon is typically an order of magnitude less radioactive and hence the preferred material. Recently, several processing steps may add radium contaminations on the final cable. Especially, the additional deposition of copper and the gold finish could be identified as main contributors. Consequently, the production process has to be adjusted (e.g. only partial deposition) to limit additional contaminations while still keeping the required mechanical specifications. The final cable production is pending.

The energy resolution and PSD results from the string test data taking are shown in Fig. 7 for $^{228}$Th calibration data. The performance is similar to what was achieved before in other test benches: FWHM at 2.6 MeV is 2.8 keV and for a double escape peak acceptance of 90% about 13% of the $^{212}$Bi peak events at 1621 keV survive.

**Argon scintillation light readout**

The argon veto is assembled as a cylinder of 47 cm diameter and 2.2 m height. The germanium detector array with about 30 cm diameter and 40 cm height is inside. For the argon scintillation light detection a hybrid solution was chosen. Sixteen 3" PMTs (Hamamatsu R11065-20) are mounted at the top and bottom plates such that the minimal distance to the germanium detectors is 80 cm (see Fig. 5).

Scintillating fibers (Bicron BCF-91A) cover the central meter of the veto cylinder. The light at the fiber ends is read out by silicon photo multipliers (SiPM from Ketek). Fig. 8 shows two views of the argon veto system.
To shift the 128 nm scintillation light to about 400 nm where the quantum efficiency of the PMTs and SiPMs peak, the fibers are covered with TPB in a custom-made vacuum evaporation oven, the PMTs are brushed with a TPB polystyrene solution - like the nylon cylinders around the individual detector strings - and the cylindrical surfaces are lined with Tyvek foil, which was dip-coated with TPB [27].

Fig. 9 shows a spectrum of a $^{228}$Th calibration source with and without the argon veto and pulse shape selection of events with single interactions in the crystal for a test run based on the $A/E$ parameter [4]. The total suppression factor is about 50 for the veto alone and 90 for the combined selection. Note that these are preliminary results since only half of the SiPM channels worked properly in the first installation. Recently, all broken channels have been replaced with working ones with better quantum efficiency.

$^{42}$Ar background

At the start of Phase I an unexpected large background from $^{42}$K (progeny of $^{42}$Ar) was observed which could be reduced to an acceptable level by encapsulating each detector string in a copper cylinder. This shroud will be replaced in Phase II by a transparent nylon foil [25] covered with tetra-phenyl-buthadiene (TPB) to shift the 128 nm argon scintillation light to about 400 nm for the detection with PMTs and SiPM (see below).

The effect of the nylon foil and PSD for $^{42}$K surface $\beta$ decays is shown in Fig. 10. The data are from a measurement in the LArGe cryostat [26] filled with argon enriched in $^{42}$Ar. Depending on the PSD performance, the Phase II background is expected to be dominated at a level close to 0.001 cts/(keV·kg·yr) from this source.

Other activities

Other hardware upgrades include new computers for slow control and data acquisition, a scaler system for the measurement of the PMT rate, new $^{228}$Th calibration sources with improved mechanics and additional channels for the amplification and digitization of the argon veto channels and germanium detectors. Software upgrades include new slow control clients like for ramping of PMT and germanium detector high voltages, monitoring during data taking and for the analysis of the argon veto data.
Figure 9: $^{228}$Th calibration spectrum (filled grey histogram) after pulse shape discrimination (PSD, red curve), after the liquid argon veto is applied (LAr veto, filled dark blue histogram) and the combination (PSD + LAr veto, filled light blue histogram). The insert shows the double escape peak at 1592 keV which is only rejected by the LAr veto and the $^{212}$Bi line at 1621 keV which is mainly suppressed by PSD (by the LAr veto only due to random coincidences of two decays).

Figure 10: Left: Nylon foil covered with TPB; illuminated with a UV lamp. Right: $^{42}$K background suppression studies in LArGe: without suppression (grey), with nylon shroud (blue), with additional LAr veto (black), with additional pulse shape discrimination PSD (red and green).
5 Conclusions

The GERDA experiment has completed Phase I in 2013 with an exposure of 21.6 kg·yr and a background level of BI ≃ 10^{-2} cts/(keV·kg·yr) after Pulse Shape Discrimination. A 90% C.L. limit on the half-life of 0νββ decay of 76Ge was derived: $T_{1/2}^{0ν} > 2.1 \times 10^{25}$ yr.

The installation of the GERDA Phase II upgrade is currently ongoing. The new lock and argon veto were installed in 2014 and first commissioning data show adequate performance. Phase II is expected to start in 2015.
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Abstract

Large ring laser gyroscopes (with a perimeter of several meters) are capable to measure angular rotations with precision better than a fraction of \textit{prad/s}, not far from what is necessary for General Relativity tests (about $10^{-14}$ rad/s). GINGERino, installed at LNGS at the end of September 2014, is a 3.6 m side square ring laser. The instrument has been tailored to be the largest possible fitting the area assigned by the laboratory, since large rings have higher sensitivity. Its main objective is to measure the very low frequency rotational motions inside LNGS, in order to show if this is a suitable location for very low noise measurements and General Relativity tests. At the same time it will provide interesting informations for geodesy and geophysics. At the end of the year 2014 the largest part of the apparatus has been installed and the first laser light of the GINGERino ring has been observed. Since then the commissioning of the apparatus has started: in order to provide suitable data it will be necessary to improve the experimental set up of the instrument, complete the installation with reference signals from GPS, data acquisition and other instruments as tilt meters and seismometers.

1 Introduction

Ring laser gyroscopes are, at present, the most precise sensors of absolute angular velocity. They are essential in estimating rotation rates relative to the local inertial frame in many contexts.
ranging from inertial guidance to angle metrology, from geodesy to geophysics, as well to fundamental physics. In the near future, their application is foreseen to provide ground based tests of General Relativity. GINGER (Gyroscopes IN GEneral Relativit) is a proposal to measure the gravito-magnetic (Lense-Thirring) effect of the rotating Earth by means of an array of high sensitivity and accuracy ring lasers. In a ground-based laboratory, this effect amounts to 1 part in a billion of the Earth rotational rate, thus requiring an unprecedented sensitivity of the apparatus. An array of at least three ring lasers would allow us to measure the angular velocity vector and, having at disposal the time series of the daily estimate of Earth rotation vector from the International Earth Rotation and Reference System Service (http://www.iers.org), it would be possible to isolate the Geodetic and Lense-Thirring contributions. An underground location, far from external disturbances as rain, wind etc., is essential for this challenging experiment, and LNGS may be a suitable location.

G-GranSasso-RD (INFN Commission II) is aiming at the planning, installation and operation of GINGER. The key points of GINGER are the mechanical structure, the control of the geometry of each ring laser, and the monitoring of the relative angles between different rings of the array. G-GranSasso has developed two ring laser prototypes (GP2 and G-Pisa), and in 2014 GEMS (GINGER External Metrology System) prototype metrology has been proposed to measure the position of each mirror with nm accuracy. GP2 prototype is dedicated to study the control of the ring geometry; it was installed in 2014 in S.Piero, but at the time of writing has been moved to the INFN Section in Pisa. G-Pisa, a square ring with side length of 1.35 m, was our first prototype. It was a transportable device, which has been installed in different locations, with different orientations (horizontal, vertical, or aligned with the Earth rotational axis). In 2013 it has been transferred inside LNGS, providing a set of measurements (see our LNGS Report 2013 for details). This first set of measurements suggested a new improved installation, that was recently realised. This new installation has been located inside LNGS, approximately 11 m (South) far from node B, in a place isolated from human activity, starting at the end of September 2014. The apparatus, named GINGERino, uses the mechanics of G-Pisa, but the dimension of the perimeter has been increased up to 14.4 m, which should provide a factor 7 improvement in sensitivity, and a large suppression of laser systematic effects (backscattering and frequency pulling). The sensitivity of GINGERino is expected to be about $5 \times 10^{-10} \text{rad/s}/\sqrt{\text{Hz}}$, assuming mirrors with total losses of about 15 ppm, similar to the best set of mirrors we have had so far.

2 An Overview of the Apparatus of GINGERino

GINGERino is a small apparatus compared to the average size of the LNGS experiments, nevertheless it is composed of several parts and other high sensitivity instruments are co-located, as tilt meters with nrad resolution and high performance seismometers. These two instruments will improve the knowledge of the behaviour of the location, and will be very helpful in the interpretation of geophysical data. In the following the different components will be described. The implementation of data acquisition and analysis will be described as well.

2.1 The Ringlaser

GINGERino uses the mechanics of the prototype G-Pisa, which is made up of 4 mirror boxes connected by vacuum pipes, see Fig. 1. This mechanical structure is an evolution of the design (called GESENSOR) developed by U. Schreiber for seismological applications; each box is equipped with mechanical tools to tilt and align the four mirrors of the square optical cavity. Two piezoelectric translators are used to stabilize the perimeter in order to compensate for the
Figure 1: Left: The main structure of GINGERino is shown, it is composed of the G-Pisa mechanical structure with longer vacuum tubes, attached to a granite cross, which is attached to the bedrock with a concrete solid structure. Right: Detail of one of the four mirror boxes, the two output viewports and the micrometrical system to tilt the mirrors are well visible.

thermal expansion of the cavity. This avoids mode jumps of the laser, allowing the device to run continuously. To build GINGERino, a new set of vacuum pipes has been manufactured; its size is the maximum for a square ring in the present location. Fig. 1 shows GINGERino in December 2014. The ringlaser is attached to a cross granite structure, composed by a central octagonal massive block of granite, and four arms on lightened granite. The granite structure is screwed to a reinforced concrete block integral to the underneath bedrock, that has been installed at the beginning of May 2014. The black granite of Africa can be machined with high precision and has a good thermal expansion coefficient ($7 \times 10^{-6}$/degree). This 5 parts structure has been designed having in mind that a crane is not present there. The installation was carefully prepared, developing several tools to handle such heavy structures (the octagonal central piece is about 3 tons in weight and each arm is about 800 kg).

A box protects the whole installation in order to reduce the external acoustic disturbances and the very high local value of the humidity. A first simple solution to the humidity problem was to warm up the box with infrared lamps. So far, this system has been running for several months, and has shown that it keeps the GINGERino area at a temperature around 18 degrees Celsius. We will investigate later if this system needs to be improved and attached to servo system.

2.2 Data Analysis, Diagnostics and Calibration

To improve both long term stability and accuracy of ring laser gyro, it is of paramount importance to model the details of the stimulated emission process of the laser active medium (typically $He - Ne$ isotopic mixture) in non-ideal optical cavities. In fact, systematic errors in the estimate of the rotation rate are mainly related to interactions of light with the optical
Figure 2: May 2014: the different phases of the installation of the reinforced concrete solid structure. The interface to attach the granite structure is well visible, this interface is immersed in the concrete, several rigid rods have been inserted in the underneath bedrock and in the concrete in order to well attach this structure to the bedrock itself.

Figure 3: September 2014: the central granite block prepared for the installation phase; the weight of this central block is approximately 3 tons.
Figure 4: Left: September 2014, the central block is attached to the concrete interface, and three arms are in place. Right: a drawing which shows the inner part of the granite arms, made by lightened granite, i.e. slices of granite glued together and machined; several reinforcements are visible around the center of mass of the whole structure, this is necessary in order to handle the arm in its center of mass.

Figure 5: Left: Early phase of the installation of the box, Right: the box is complete.
medium (non-linear laser dynamics), dissipative and parasite processes taking place during light scattering on mirrors, and cavity deformations due to mirror displacements. We have developed a very detailed model which accounts for the non-linear ring laser dynamics and the optical cavity geometry [5]. The model depends on a set of parameters that can be either measured once per run, or continuously estimated during the operation of the ring laser. As some parameters are related to the active medium and others to the cavity dissipations, they are classified as active or passive parameters, respectively. The schematic flow of data analysis is presented in Fig.7.

At the start of each run, some active laser parameters are estimated by a calibration procedure (CLB) that evaluates the calibration coefficients of single pass gain and light intensities, and produces the INIT_DATA file. During the run the DAQ system digitizes the ring laser output signals (interferogram, light intensities and fluorescence monitor of laser gain) and some auxiliary channels (seismometers, tiltmeters, hygrometers, pressure and temperature sensors). The resulting time series (RLG_DATA and AUX_DATA) are stored on local hard disks in hourly files. Then the main data analysis routines (Loop 1 in Fig.7) run with a delay of 1 hour. The main analysis is divided into two parts: 1) the identification of the ring laser dynamics for the unbiased estimation of the Earth rotation rate; and 2) the robust filtering of the Sagnac frequency (DGN procedure) for diagnostic purposes, for monitoring the local rotations (earthquakes or seisms), and for time-frequency analysis [6]. The output data from the main analysis are produced at the rate of 1 Hz for geodesy applications (Earth rotation) and at the rate of 50 Hz for geophysical applications (local rotations). One can perform also offline interactive analyses of the ring laser dynamics (e.g. the monitor of loss and scattering processes), and of the instantaneous Sagnac frequency (e.g. time-frequency analysis). In order to discard malfunctioning time spans of the ring laser, the QLT procedure, which assesses the quality of each hour of data taking, can be run daily (Loop 2). The ID_EST procedure collects RLG_DATA samples which are processed to remove electronic noises and select the frequency bands of interest. The ID_FIT procedure estimates the passive parameters of the ring laser dynamics. The EKF procedure apply an Extended Kalman filter routine for the subtraction of the systematic errors. Finally, the RR_EST procedure converts the unbiased Sagnac frequency into the Earth rotation rate. The procedures of the data analysis and their physical motivations are detailed in the following paragraphs.

**Ring laser parameters** The set of equations describing the ring laser dynamics for the complex
valued functions \( \mathbf{E}(t) = (E_1, E_2)^T \) representing the electric fields inside the optical cavity. The subscripts 1 and 2 refer respectively to the clockwise and counter-clockwise intra-cavity radiation fields. It, derived elsewhere [3, 4, 5], reads

\[
\dot{\mathbf{E}} = \left[ \mathbf{A} - \mathcal{D}(\mathbf{E}) \mathbf{B} \mathcal{D}(\mathbf{E}^*) \right] \mathbf{E},
\]

where the matrices \( \mathbf{A} \) and \( \mathbf{B} \) account for the linear and quadratic interactions, and \( \mathcal{D}(\mathbf{E}) = \text{diag}(E_1, E_2) \). \( \mathbf{A} \) and \( \mathbf{B} \) depend on turn on the free spectral range \( c/L \) (\( L \) is the cavity length), the Sagnac frequency \( \omega_s \), the backscattering angles \( \varepsilon_{1,2} \) and on the excess gain minus losses \( \alpha_{1,2} \), the self saturation \( \beta_{1,2} \), the cross saturation \( \theta_{12,21} \), the frequency error \( \sigma_{1,2} \), the null shift error \( \tau_{12,21} \) and the backscattering amplitude \( r_{1,2} \) coefficients [3, 4].

To implement the data analysis, we divided the parameters in two sets: cold cavity parameters associated to dissipative and parasite scattering effects, and active medium parameters associated to atomic polarizability. Correspondingly, the matrices can be written as [1, 5]

\[
\mathbf{A} \equiv \frac{c}{L} \mathbf{P}^{(0)} - \mathbf{M}, \quad \mathbf{B} \equiv \frac{c}{L} \mathbf{P}^{(2)}
\]

where \( \mathbf{P}^{(0)} \) and \( \mathbf{P}^{(2)} \) are the 0-th and 2-nd order contributions to the gas mixture polarizability and \( \mathbf{M} \) is the dissipative linear coupling matrix [1].

**Ring laser data (RLG\_DATA)** The most important measured signal for ring lasers is the interferogram, i.e. the signal obtained combining on a photo-diode the two counter propagating beams transmitted through one of the ring mirrors. The intensities of both beams are also separately acquired by photo-diodes faced on another mirror [5]. The vector collecting all the outputs of the system at the time intervals \( kT_S \) reads

\[
\mathbf{y}(k) = \begin{pmatrix} c_1 I_1(kT_s) \\ c_2 I_2(kT_s) \\ c_3 S(kT_s) \end{pmatrix} + \mathbf{w}(kT_s),
\]
where $T_S$ is the sampling time, the vector $w$ represents a white noise stochastic process, and the constants $c_i$ are real numbers which account for photodetectors characteristics. The interferogram signal $S(kT_s)$ can be recast as $S(k) = c_3 h_1^2 I_1(kT_s) + c_3 h_2^2 I_2 2c_3 h_1 h_2 \sqrt{T_1(kT_s)} I_2(kT_s) \cos(\psi(kT_s))$.

The steady state intensities $I_{1,2}$ are usually in the form of constant signals plus small modulations, so the phase information in the interferogram is, at first approximation, introduced only by $\psi(kT_s)$. For this reason the interferogram signal is regarded as the most important signal in the estimation of rotation rates.

**Data conditioning procedure (ID_EST)** Data are acquired at a sampling frequency of $5 \text{kHz}$ ($T_s = 200 \mu\text{s}$). To remove the oscillating component, intensity signals are low-pass filtered with a first order Butterworth filter with $1 \text{Hz}$ cutoff frequency. The quantities $I_{1,2}$ are estimated by averaging the decimated intensities over a time interval of $10 \text{s}$ (i.e. $5 \times 10^4$ samples). On the other side, to calculate the modulation $\nu_{1,2}$ and phases $\phi_{1,2}$, the intensities are first band-passed around the fundamental Sagnac band $[95 \div 125] \text{Hz}$ by means of a Butterworth filter, and decimated by a factor 2. The decimation procedure has been carried out by the tail recursive routine "Zoom and Decimation of a factor $2^n$ (ZD(n))", where each iteration step is composed of a half band filter stage with discrete transfer function $H(z) = \left(\frac{z^3 + 2z^2 + 2z + 2}{4z^3 + 2z}\right)^5$, followed by a downsampling by 2. The ZD(n) procedure ensures a linear phase filter response at least for $n = 3$ iterations, as no appreciable phase distortion was observed in simulated sinusoidal signals. The resulting data are then demodulated with a digital lock-in using as reference signal the discrete Hilbert transform of the interferogram, and setting the integration time to $10 \text{s}$. A schematic of the parameter estimation procedure is reported in Fig.8. In addition, the phase of the two monobeam oscillating components is determined by the discrete Hilbert transform, and their difference is estimated by unwrapping the phase angle and taking its average over $10 \text{s}$. As a concluding remark on the parameter estimation procedure, we mention that the problem of filtering very long time series has been solved by the "overlap and save" method, which is an efficient algorithm for avoiding the boundary transients due to finite length of digital filters.

**Dissipative Identification Procedure** In [2] we demonstrated that the ring laser dynamics has asymptotic solutions periodic with period $T = 2\pi/\omega$, where $\omega$ is the Sagnac frequency. This greatly simplify the steady state analysis. In fact, we can construct the likelihood functional
[2, 5] and search for its minimum value to derive a statistics of parameters estimation. The perturbative solutions of the steady state reads [2, 5]

\[
\begin{align*}
I_1(t) &= I_1 + i_1 \sin(\omega t + \phi_1) \\
I_2(t) &= I_2 + i_2 \sin(\omega t + \phi_2) \\
X(t) &= \frac{1}{2} \log \left[ \frac{I_1(t)}{I_2(t)} \right] + i\omega t
\end{align*}
\]

(4)

where \(I_{1,2}, i_{1,2}, \) and \(\phi_{1,2}\) are the intensity offsets, monobeam modulation amplitudes and phases, which can be readily measured from ring laser outputs. The backscattering phase differences are estimated by \(\hat{\phi}_{1,2} = \phi_{1,2}\). We found that the cavity loss parameters \(\mu_{1,2}\) and \(r_{1,2}\) are estimated by

\[
\begin{align*}
\hat{\mu}_{1,2} &= \alpha_0 - \beta \left( I_{1,2} + \frac{i_{1,2}^2}{I_{1,2}} \right) - \frac{i_{1,2}i_{2,1}I_{1,2}(\omega/c)\cos\hat{\epsilon}}{4I_{1,2}^2} \\
&\quad - \theta \left( \frac{i_{1,2}^2 + 4i_{2,1}^2}{4I_{1,2}^2} - \frac{i_{1,2}i_{2,1}^2}{2I_{1,2}^2} \right) + \frac{i_{1,2}i_{2,1}\cos\hat{\epsilon}}{4I_{1,2}^2} + \frac{i_{2,1}\cos2\hat{\epsilon}}{4I_{1,2}^2}, \\
\hat{r}_{1,2} &= \frac{i_{1,2}(\omega/c)}{2\sqrt{I_{1,2}}} \mp i_{1,2} \sqrt{\frac{I_{1,2}^2}{I_{2,1}^2}} \theta \sin\hat{\epsilon}
\end{align*}
\]

(5)

where \(\hat{\epsilon} = \tilde{\epsilon}_1 - \tilde{\epsilon}_2\), and \(\alpha_0\) is the mean excess gain for zero losses [1, 5].

**Calibration Procedure (CLB)** In the following we will discuss the monitoring signals acquisition and their application to calibration procedures.

**Ring Down time measurement** The spectroscopic technique known as “Ring Down Time measurement” (RDT) allows us to estimate mirror losses from the impulse response of a linear system. The experimental procedure is performed by recording with a fast detector, (photomultiplier Hamamatsu H7827012) loaded on a 1 kΩ impedance, after a rapid switch off of the radio-frequency discharge. In our setup we obtain a sufficiently rapid switch off by grounding one of the two electrodes of the radio-frequency discharge by means of a mechanical switch. A validation of this technique is obtained by measuring the decay time of the plasma fluorescence which resuts to be of the order of few microseconds. Finally, we performed an exponential fit of the collected data.

**Calibration of Intensities in Lamb units** To get accurate estimates of the Sagnac frequency, the light intensities input of the EKF must be calibrated in Lamb units. An accurate experimental method consists in the generation of additional longitudinal mode to the two fundamental cavity modes. This dynamical change is known as “multimode transition”. The multimode transition can be achieved by increasing the laser output power and the laser single pass gain until new modes appear. The value of the mean light intensity for the multimode transition expressed in lamb units \(I_{th}\), is commonly defined multimode threshold [1]. The threshold condition for multimode transition can be calculated from the stability analysis of the ring laser system. In ref.[1, 5] we derive a threshold condition for the multimode operation considering the dynamics of 2 counterpropagating laser modes. The resulting value \(I_{th}\) provides the calibration of the voltages \(\{V_{1,2}(n)\}\), acquired by photodetectors to the intensities \(\{I_{1,2}(n)\}\) in Lamb units. We have also derived an estimate of \(G_{th}\) that will be used as the initial value of the gain monitor.

**Population Inversion Monitor** The intensity of the plasma fluorescence line at 632.8 nm provides a good observable for monitoring the relative variations of the atomic population in the upper laser level. In order to perform an on-line measurement of the laser gain, we coupled part of the plasma fluorescence to a multi-fiber bundle. The collected light containing all the spectral contribution of the He – Ne discharge, is filtered by a line filter 1 nm wide around 632.8 nm and detected with a photodiode. The photocurrent is amplified with a transimpedance stage
with a gain of 1 GΩ. The voltage $V_p$ of the photodiode is used as an optical monitor of the laser gain by recording the dependence of the output powers $I_1$ and $I_2$ on $V_p$, after losses have been estimated. The calibration of the monitor signal is obtained by performing intensity steps in the neighborhood of the monomode working regime of the ring laser [1].

**Spectroscopic probe of the gain medium** Essential information about the gain medium can be extracted by observing the Doppler absorption of the plasma at 640.2 nm using a tunable laser. This is a closed Neon transition and can be easily interrogated by probing the $He - Ne$ plasma. We setup a frequency tunable ECDL (Extended Cavity Diode Laser) crossing the $He - Ne$ plasma through the pyrex capillary. From this measurement one can get a precise estimation of the Doppler broadening, as well as of the isotopic composition of the gas. An example of this measurement is given in Ref.[1], where a standard $He - Ne$ gas mixture has been studied by injecting a scanning laser frequency around 640.2 nm.

**Extended Kalman Filter procedure (EKF)** The knowledge of the Lamb parameters $\hat{\alpha}_{1,2}$, $\hat{\tau}_{1,2}$ and $\hat{\varepsilon}$ by means of the identification routine, together with the active medium parameters experimentally measured, and the monitor of the gain $G$, allow us to set up an EKF for an efficient and unbiased estimation of the rotation rate $\hat{\omega}_s$. The EKF state variables are the $\mathbb{R}^3$ vector $X(t) \equiv [I_1(t), I_2(t), \psi(t)]^T$. The dynamics model is given by Eqs.1, with the addition of the model error as a zero mean, white, stochastic vector field $v(t)$ with variance $Var[v(t)] \equiv Q$, where $Q$ is a $3 \times 3$ covariance matrix that accounts for the effects of unmodeled dynamics, for instance, identified parameter errors, calibration errors, and numerical integration inaccuracies. The EKF prediction step, which corresponds to the integration of Eqs.(1) over the time interval $T_s$, is carried out using the RK4 Runge-Kutta routine. In the discrete time domain, the model of the measurement process reads $y(n) = \{X(n)\} + \{w(n)\}$, where $w(n)$ is zero mean, white, stochastic vector field (observation noise) with variance $Var[w(n)] \equiv R$, and $R$ is a $3 \times 3$ covariance matrix. In the standard experimental set up of ring lasers $[I_1(t), I_2(t), \psi(t)]$ are measured by independent sensors, and so we can assume that $R$ is diagonal, with diagonal elements the observation noise variances $\sigma^2_{I_1}$, $\sigma^2_{I_2}$, $\sigma^2_{\psi}$ which can be conveniently calculated through the level of white noise in the power spectrum of $\{y(n)\}$.

The backscattering frequency is estimated from the filtered channels $\hat{I}_{1,2}(n)$, $\hat{\psi}(n)$, the identified parameters $\hat{\alpha}_{1,2}$, $\hat{\tau}_{1,2}$, $\hat{\varepsilon}$, and the exogenous parameter $\beta$ as

$$\hat{\omega}_{BS} = \frac{c}{L} \left[ \hat{\tau}_1 \sqrt{\frac{I_1}{I_2}} \sin(\hat{\psi} - \hat{\varepsilon}) + \hat{\tau}_2 \sqrt{\frac{I_2}{I_1}} \sin(\hat{\psi} + \hat{\varepsilon}) \right]$$

where, for simplicity, we have dropped the index $(n)$ from time series. The Sagnac frequency is then estimated from the difference $\hat{\omega}_s = \hat{\psi} - \hat{\omega}_{BS}$, where the numerical derivative of $\hat{\psi}$ has been computed by the “5 point method” [3] designed to reject the derivative amplification of the noise.

**Diagnostic procedure (DGN)** This procedure monitors the operation of the ring laser and also provides useful data for rotational seismology. The routine saves files, on hourly basis, containing time series downsampled at 50 Hz sampling rate. The time series are: the derivatives of the acquired beat signal $S(k)$; an estimation of the Sagnac frequency by means of the Hilbert transform of $S(k)$; the sum and the difference of the light intensities $I_1(k) + I_2(k)$, and $I_1(k) - I_2(k)$; the phase difference between the the two intensities $\varepsilon$; and a row estimate of the backscattering pulling in the Sagnac frequency [3].
2.3 DAQ system, Online and Control

Our instrumentation run unattended, in order to minimize vibrations and temperature changes. Through the DAQ not only the data to be analysed off-line are acquired, but as well the status of the apparatus can be monitored, the mirrors can be moved by means of the piezo actuators, and, if necessary, the control loops can be opened. Sometimes it is necessary to move remotely one of the mirrors to bring the apparatus close to a different position, for example when the ring-laser is working in split mode (i.e. the two modes have different longitudinal order and the beat-note is higher than the free spectral range of the ring, about $20 \text{MHz}$). The DAQ system itself is remote-controlled and transfers the data from INFN-LNGS to INFN-Pisa. The hardware has been selected in order to be transportable; its main features can be listed as follows:

- analog to digital conversion and storage of the optical signals produced by the ring laser, with $5\text{kHz}$ sampling rate (the Sagnac and the two mono/beams);
- analog to digital conversion and storage of environmental signals (temperature, humidity, pressure), laser parameters (plasma intensity, average intensities, piezoelectric transducers driving voltage) and local tiltmeters (nano-rad precision), with $1\text{Hz}$ sampling rate;
- analog to digital conversion and storage of seismic channels (seismometers/accelerometers) at $100\text{Hz}$ sample rate;
- real-time processing of experimental parameters connected to laser gain, backscattering phase, actuators signals.
- digital to analog generation of the signals driving the laser, necessary for some of the controls of the apparatus.
- the DAQ acquisition rate is conditioned with GPS, this is necessary to well identify the very low frequency signals of geodetic origin. As well the time stamp, with the precision of milliseconds, is required to record the arrival time of tele seismic events.

DAQ hardware is based on a modular $PXI$ system. A PXI system is composed of three parts: the chassis, the controller and one or more modules. The acquisition system of GINGERino is based on components by National Instruments.

Acquisition Software The operative system running on the PXI-8106 controller is LabView-RT, a real-time system provided by National Instruments. The development environment chosen for the implementation of the DAQ is LabVIEW graphical programming language by National Instruments. Software development occurs on a host Windows PC and subsequently is transferred on the PXI controller via ethernet communication and finally executed under LabView real-time. The program of acquisition first waits to receive a signal from a sufficiently precise PPS reference, then starts acquiring signals continuously from the different boards. Acquired data are written in the PXI local hard-disk: for every hour of the day a file is generated and stored in the internal memory of PXI, the files are named time sampled and overwrite the previous days. Each hour acquisition creates a file of about 300 Mb.

Acquisition Timing Both frequency and time accuracy are important since the former affects the estimation of the Sagnac frequency and the latter introduces errors in the time localization of seismic events. In the LNGS underground area we receive a GPS-synchronized PPS (pulse per second) signal and we are connected to the local NTP server (ntp0.lngs.infn.it) in order to obtain a time stamp with an error of few ms. The frequency accuracy is obtained by disciplining the clock PXI-6653 board to the PPS via the PXI-6682. The error on the time stamp is on the other
hand limited by the uncertainty on the NTP. The time vector $t$ of the acquired data is then given by $t = t_0 + n \times dt$ where $t_0$ is the time-stamp from NTP, $n$ is the sample number, $dt = 1/f_{\text{sampling}}$ is the time sampling time interval obtained from the GPS referenced PPS signal.

**Data transfer and storage** The data acquired by the PXI are written on its local hard-disk in a directory containing 1 day of data which is updated hourly in FIFO mode. In this way a buffer of the last 23 hours of acquired data is present on the hard-disk for data recovery purposes. The scheme of the internet connections linking LNGS to Pisa is shown in figure 9. The data written on the PXI hard-disk are copied via FTP (the only viable solution for the Labview-RT OS) into a dedicated directory on the virtual machine named 'ginger-login.lngs.infn.it' that can be accessed from the internet via authorized SSH-account. The file content of the directory in 'ginger-login.lngs.infn.it' named '/afs/lngs.infn.it/experiment/ginger/' is then copied into the 'gridui1.pi.infn.it'. The data copy service is a cronjob script running every hour on the ginger-login virtual machine. It makes the following operations:

- compares the file content of the data storage directory '/gyrolaser' on the PXI with the content of the destination directory on '/gpfs/ddn/glaser/data/' on gridui1.pi.infn.it (data transfer destination);

- copies via FTP the missing data files from the PXI to the directory '/afs/lngs.infn.it/experiment/ginger/' on 'ginger-login.lngs.infn.it';

- transfer via SCP from '/afs/lngs.infn.it/experiment/ginger' to '/gpfs/ddn/glaser/data/' on 'gridui1.pi.infn.it'.

At the end of the process, the data from the PXI are transferred to Pisa, and an image of the PXI buffer is updated hourly on 'ginger-login.lngs.infn.it'.
3 Future Plan and Conclusions

The apparatus of GINGERino has been constructed and at the moment is in the commissioning phase. The ringlaser has shown the first light, and a bringdown time of 250 \( \mu \text{sec} \) has been measured; but improvements are necessary in order to maximise the output light power. The first data are expected before next summer. We do not foresee big changes in the plant, but several tests will be done with different sets of mirrors and different size of the discharge. The main objective will be to improve the shot noise level and increase the stability of the whole apparatus. At the beginning the instrument will be free running, without perimeter control. This will be eventually installed at the end of 2015, we don’t have the necessary iodine stabilised laser source for LNGS, but we expect to borrow the absolute reference laser from our colleagues in Germany. The 2015 plan will depend on how the ring laser behaves, our effort will be concentrated on identifying noise sources and applying the routines to study and subtract the systematic of the instrument. The apparatus should be able to see daily and sub daily polar motions, and tele seismic events relevant for seismology (GINGERino is an experiment of common interest between INFN and INGV).

4 Acknowledgement

The construction of GINGERino has been a very tough job, which has been possible for the big effort of several colleagues of Pisa, Naples and LNGS. For that we are grateful to: A. Soldani, G. Petragnani, G. Balestri, M. Garzella, A. Sardelli and F. Francesconi of Pisa, and G. Bucciarelli, Lorenzo Marrelli and Nicola Massimiani (Servizio Esercizio e Manutenzione) and Francesco Esposito, Luca Faccia, Giustino D’Alfonso, Stefano Giusti e Luigi Rossi of ‘Servizio Facchinaggio’ at LNGS. We have to thank as well the Computing and Network teams of LNGS and Pisa Section for its continuous assistance.

5 List of Publications 2014


References


[6] we use the time-frequency browser baudline, url:"http://www.baudline.com/".
The ICARUS Experiment

Abstract

In 1977 C.Rubbia [1] conceived the idea of a LAr-TPC (Liquid Argon Time Projection Chamber). The ICARUS T600 cryogenic detector is the largest LAr-TPC ever built and operated. Installed in the Gran Sasso underground laboratory and exposed to the CNGS neutrino beam, on June 26th 2013 ICARUS has completed 3 years of data taking collecting about 3000 CNGS neutrino events but also cosmic rays, and showing optimal performances. The data analysis is still going on. In this report the observation of a extremely high value of the electron lifetime exceeding 15 ms, and results of the muon momentum measurement with the Coulomb multiple scattering method will be presented. The future perspectives for the ICARUS T600 detector, i.e. detector overhauling within the CERN WA104 experiment, and far station for the Short Baseline Neutrino Fermilab program will be also shortly described.

[1] Spokesman of the ICARUS Collaboration
1 ICARUS T600 Detector

The ICARUS T600 detector is the largest Liquid Argon Time Projection Chamber (LAr-TPC) ever built and operated. The detector consists of a large cryostat split into two identical, adjacent half-modules with internal dimensions $3.6 \times 3.9 \times 19.6$ m$^3$ and filled with a total of 760 tons of ultra-pure LAr. Each half-module houses two TPCs separated by a common cathode, with a drift length of 1.5 m. Ionization electrons, produced by charged particles along their path, are drifted under uniform electric field ($E_D = 500$ V/cm) towards the TPC anode made of three parallel wire planes, facing the drift volume. A total of 54000 wires are deployed, with a 3 mm pitch, oriented on each plane at different angles ($0^\circ$, $+60^\circ$, $-60^\circ$) with respect to the horizontal direction. The drift time of each ionization charge signal, combined with the electron drift velocity information ($v_D = 1.55$ mm/s), provides the position of the track along the drift coordinate. Combining the wire coordinate on each plane at a given drift time, a three-dimensional image of the ionizing event can be reconstructed. The absolute time of the ionizing event is provided by the prompt ultra-violet scintillation light emitted in LAr and detected through an array of 74 Photo Multiplier Tubes (PMTs), installed in LAr behind the wire planes, which are also used for triggering purposes. The detector is completed by a cryogenic plant made of a liquid Nitrogen cooling circuit which keeps Argon in liquid phase and guarantees high LAr thermal stability (within 1K). The LAr purity is a key issue for the detector imaging capability and for a correct estimation of the ionization charge of events at any depth along the drift path. A system of LAr purifiers, operating both in gas and in liquid phase, keep the LAr purity under control.

The ICARUS T600 detector performances can be summarized as follows: 1 mm$^3$ precision in event topology, $e/\gamma$ separation with 2% $X_0$ sampling, electromagnetic showers energy resolution $\sigma(E)/E = 0.03/\sqrt{E(GeV)} \oplus 0.01$, low energy electrons resolution $\sigma(E)/E = 0.11/\sqrt{E(GeV)} \oplus 0.02$ and hadronic showers resolution $\sigma(E)/E = 0.30/\sqrt{E(GeV)}$.

During 2013, after the definitive CNGS beam stop on December 3rd 2012, the ICARUS T600 detector continued its data taking with cosmic rays untill June 26th, when the detector decommissioning started. The decommissioning procedure lasted in almost entire 2014 and resulted in transportation of both ICARUS cryostats to CERN in December 2014.

The analysis of the collected data sample is still progressing. This report will focus on the following items: (1) observation of extremely high value of the ionization electrons lifetime, and (2) the validation of the Coulomb multiple scattering algorithm for the measurement of muon momentum in the few GeV energy range.

2 Observation of an extremely high electron lifetime

One of the most important issues in the LAr TPC detection technique is extremely low level of electronegative impurities, which is required to transport ionization electron over macroscopic distances with small signal attenuation. The electron lifetime $\tau_{ele}$ in the ICARUS T600 LAr TPC has been measured using the attenuation $\lambda = 1/\tau_{ele}$ of the charge signal, produced by cosmic-ray muon tracks traversing the detector volume, as a function of the electron drift distance. The charge signal was measured in the Collection plane removing noisy channels for selected clean (no associated electromagnetic showers, no large number of delta electrons) and sufficiently long muon tracks with $> 100$ wires and $> 94$ cm length along the drift coordinate. The area of the signal above the local baseline represents the ionization signal (see fig. 1). The truncation method, described in details in [P2], applied to the asymmetric Landau tail of the dE/dx depositions was used on each track, splitted into short segments in which the attenua-
tion is negligible compared to the Landau fluctuations. A sample of about 3100 through-going cosmic rays collected every day has been used to determine the electron lifetime in the ICARUS T600 detector. The LAr purity trend in the T600 East module is shown in fig. 2. Each data point was obtained averaging over about 100 muon tracks collected in about half a day.

Figure 1: Example of a track used for purity measurement extending over 776 wires and 2060 t-samples, corresponding to a drift time of 824 $\mu$s. Signals of three different hits are also shown.

In April 2013 the ACD CRYO pump used during the first 2 years of data taking was replaced with a new Barber Nichols BNCP-32C-000 pump with an external motor similar to those used in the liquid nitrogen recirculation. The $\tau_{ele}$ decreased rapidly to the values below 1 ms during the two weeks period of pump replacement. With the Barber Nichols pump installed, $\tau_{ele}$ started to increase very fast reaching the value of $16.1^{+1.3}_{-1.1}$ corresponding to the maximum signal attenuation of 6% for the maximum drift distance of 1.5 m. It should be noticed that at the end of the ICARUS T600 data taking the $\tau_{ele}$ was still rising. The uniformity of the electron lifetime over the large ICARUS detector volume was also verified with the use of about 1000 almost vertical cosmic muon tracks traversing the East cryostat. The tracks have been automatically reconstructed in three dimensions in order to determine their position along the detector, which has been divided in nine 2 m long regions for the left and the right chamber. The $\delta \lambda$ parameter which is the difference between the attenuation $\lambda_T$ associated to the track and $\lambda$ obtained in the considered period was calculated. From the distribution of the $\delta \lambda$ the mean value for the tracks inside the selected 2 m region was extracted. The trend of the $\delta \lambda$ is plotted in fig. 3 showing a uniformity of the LAr impurities. The free electron lifetime greater than 15 ms corresponds
Figure 2: Electron lifetime $\tau$ of the East module for the last part of the ICARUS data taking: in red full points the measurements with the new pump with external motor are shown. The dashed vertical lines represent the stops and restart of the LAr recirculation; during this period the GAr recirculation system continued to operate.

Figure 3: The measured variation of the level of impurities in the East cryostat along the longitudinal direction. Red circles refer to the left chamber, blu stars to the right one. The dashed lines are the linear fits in both chambers. The fit results are amply compatible with a uniform LAr purity across the length of the whole detector: slope for the left chamber $(8.8 \pm 90) \times 10^{-5} \text{ms}^{-1}\text{m}^{-1}$, slope for the right chamber $(2.7 \pm 11) \times 10^{-4} \text{ms}^{-1}\text{m}^{-1}$. 
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to a mean attenuation length of about 25 meters, the value of great importance for the next generation of LAr TPC detectors.

3 Muon momentum from multiple scattering

There is no magnetic field in the active volume of the ICARUS T600 LAr TPC. Therefore, the measurement of the muon momentum, required for the reconstruction of $\nu_\mu$ charged current (CC) events, has to be performed with the use of the Multiple Coulomb Scattering (MCS) method. For the presented analysis 415 single muon events, with minimum track length of 2.5 m, produced by the CNGS $\nu_\mu$ interactions with the T600 upstream rock were selected. The produced hadrons were fully absorbed in the rock, while muons stopped in the LAr volume. The distribution of analyzed stopping muons as a function of their kinetic energy (obtained from the calorimetric measurement) and track length is presented in fig. 4. The final meter of each muon track was not used for the MCS measurement, in order to avoid bias from the knowledge of the muon range. The outlier hits, originating mainly from the $\delta$-rays, have been removed from the track.

![Figure 4](image_url)

Figure 4: The distribution of stopping muons analyzed in this work, as a function of their kinetic energy (bottom axis) and corresponding muon length (top axis).

The MCS measurement was performed on the muon track projection on the two-dimensional Collection plane. A precise and unbiased estimation of all measurement errors is necessary, in order to disentangle the MCS effects from the apparent track deflections due to positional un-
certainty. The coordinates of each 2D point are given by the wire position (known with precision better than 0.01 mm) and drift time, which is the main source of uncertainty of the hit position measurement. This presents a single-hit contribution, which was estimated by measuring the dispersion of the drift coordinate with respect to a sufficiently short (three consecutive hits) part of the track, to minimize the MCS contribution. The average value of hit position uncertainty, found according to this procedure, was about 0.7 mm. A term due to the non-synchronization of electronic boards was also present.

The measurement of the RMS multiple scattering angle $\phi_{\text{MCS}}$ over a track segment $L$ allows to determine muon momentum $p$ according to the following formula, which describes the Gaussian part of the angle distribution, i.e. large values of scattering angle are neglected,

$$
\phi_{\text{MCS}} = \frac{13.6 \text{MeV}/c}{p} \sqrt{\frac{L}{X_0}} \left(1 + 0.038 \ln \frac{L}{X_0}\right),
$$

where $X_0$ is the radiation length in LAr. The muon track has been divided into segments of length of about 19.2 cm (hits from two consecutive electronic boards) with average number of 57 hits. The deflection angles between consecutive segments along the muon track were measured, and from their distribution muon momentum can be extracted. The observed deflection angles contain, in addition to MCS, also contributions from the single point space resolution, and from the board to board synchronization, which are equal to 2 mrad and 1 mrad, respectively, and are momentum independent.

The performance of the MCS momentum measurement can be verified by comparison with the calorimetric measurement of the stopping muons. For this purpose a sample of 415 stopping muons has been analyzed. The comparison is presented in fig.5.

The measured MCS momentum $p_{\text{MCS}}$ is in agreement with the corresponding calorimetric measurement $p_{\text{CAL}}$. A momentum resolution $\delta p/p$ of about 16% for muon tracks of length of 4m has been approximately estimated from a Gaussian fit to the $p_{\text{MCS}}/p_{\text{CAL}}$ distribution. The $p_{\text{MCS}}/p_{\text{CAL}}$ ratio decreases for larger values of the muon momentum and depends on the track distance from the cathode (see fig. 6), suggesting a non-perfect planarity of the cathode. This hypothesis has been checked by introducing in the MC simulation a sinusoidal, with amplitude value of 2.5 cm and $\lambda$ 4m, deformation of the cathode. The obtained $p_{\text{MCS}}/p_{\text{CAL}}$ ratio is similar to the one observed in real data, confirming the influence of the cathode deformation on the muon MCS momentum measurement. The details of the analysis will be given in the publication which is presently under collaboration review[2].

4 Future perspectives

The successful, underground, continuous, long therm operation of the ICARUS T600 detector has conclusively demonstrated that the LAr-TPC is the leading technology for the future short and long baseline accelerator driven neutrino physics.

During 2014 the detector has been decommissioned and moved out of the underground laboratory. At the end of November 2014 INFN and CERN have signed a MOU for the transportation and overhauling of the T600 at CERN. The transfer of the two T600 TPCs to CERN has been completed: after the positioning of the first module into its transport vessel, the first cargo has arrived to CERN at the middle of November 2014. Movement operations at LNGS proceeded smoothly, with 4 to 6 people continuously involved for three weeks during October 2014. After
Figure 5: The distribution of $p_{MCS}/p_{CAL}$ ratio for the stopping muon sample (left) and $p_{MCS}/p_{CAL}$ ratio vs. $p_{CAL}$ (right) for $L_{\mu} = 4$ m. The FWHM width of the $p_{MCS}/p_{CAL}$ ratio is 33%.

Figure 6: The dependency of $p_{MCS}/p_{CAL}$ ratio vs. $p_{CAL}$ (right) for $L_{\mu} = 4$ m. Data have been subdivided in 3 bins of distance from the cathode (50 cm each) spanning the full drift path in the TPCs.
the arrival of the second transport vessel at LNGS in November 2014, also the second T600 TPC was moved to CERN, being on site at the middle of December 2014.

The WA104/ICARUS programme is now firmly established through a Memorandum of Understanding between CERN and INFN. This project is devoted at "Improving the ICARUS T600 Liquid Argon Time Projection Chamber (LAr TPC) in order to prepare for its operation at shallow neutrino depths", on a two years time schedule to be completed by end of 2016.

The detector will then be transferred to Fermilab to search for sterile neutrinos at the eV mass scale through both appearance and disappearance channels at FNAL Booster Neutrino Beam exploiting three LAr-TPC detectors at different distances from the proton target: LAr1-ND at 110 m, MicroBooNE at 470 m and ICARUS-T600 at 600 m. The proposed SBN experiment will investigate the presence of sterile neutrinos as hinted by neutrino anomalies observed at accelerator neutrino beams, nuclear reactors and radioactive Mega sources in solar neutrino experiments. In three years of data taking the experiment will explore the $\nu_\mu$ to $\nu_e$ appearance signal with 5 sigma sensitivity the parameter region indicated by the LSND experiment and measure independently the $\nu_\mu$ disappearance with a sensitivity exceeding an order of magnitude the present experimental limits. In the framework of additional sterile neutrinos the $\nu_e$ appearance and $\nu_\mu$ disappearance are mutually related through the relation $\sin^2 2\theta_{\mu\mu} \sim 0.25 \sin^2 2\theta_{ee} \sin^2 2\theta_{\mu\mu}$. Therefore the intrinsic $\nu_e$ events with a disappearance signal (if confirmed by reactors experiments) may result in the reduction of a superimposed LSND-like $\nu_e$ signal in the present experiment. These two effects could be disentangled by running with a different intrinsic $\nu_e$ beam contamination adopting different beam line optics (horn and decay tunnel length). The ability to perform search for oscillation signals in multiple channels is a major advantage for the FNAL SBN oscillation physics program. A simultaneous analysis of $\nu_e$CC and $\nu_\mu$CC events will be a very powerful way to explore oscillations and untangle the effects of $\nu_\mu \to \nu_e$, $\nu_\mu \to \nu_X$ and $\nu_e \to \nu_X$ transitions.

On a longer time scale the overhauled ICARUS T600 detector could also provide a convenient near detector in LBNE.
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Abstract

Aim of the LUNA experiment is the direct measurement of the cross section of nuclear reactions relevant for stellar and primordial nucleosynthesis. The year 2014 was dedicated to the completion of the data taking for the $^{17}\text{O}(p,\alpha)^{14}\text{N}$ reaction and to the measurement of the $^{22}\text{Ne}(p,\gamma)^{23}\text{Na}$ and $^{18}\text{O}(p,\alpha)^{15}\text{N}$ reactions. The two reactions on oxygen isotopes were studied using solid targets and an array of silicon detectors while the $(p,\gamma)$ reaction on $^{22}\text{Ne}$ required a windowless gas target and two HPGe detectors. Moreover, a feasibility test of the $^{2}\text{H}(p,\gamma)^{3}\text{He}$ reaction was performed, again with a gas target and an HPGe detector. The LUNA MV project was pursued in parallel to the LUNA activities and new developments were obtained.

1 The $^{17}\text{O}(p,\alpha)^{14}\text{N}$ reaction

The $^{17}\text{O}(p,\alpha)^{14}\text{N}$ reaction ($Q = 1.2$ MeV), is one of the reactions of the CNO cycle and it plays a key role in giant branch stars. $^{17}\text{O}$ is a stable oxygen isotope that is especially suited to
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1 The $^{17}\text{O}(p,\alpha)^{14}\text{N}$ reaction

The $^{17}\text{O}(p,\alpha)^{14}\text{N}$ reaction ($Q = 1.2$ MeV), is one of the reactions of the CNO cycle and it plays a key role in giant branch stars. $^{17}\text{O}$ is a stable oxygen isotope that is especially suited to
trace mixing processes in quiescent stars. These processes could explain the anomalous isotopic enrichments found in some pre-solar grains. An improved knowledge of the expected abundance of $^{17}\text{O}$ in these grains could improve the precision of current stellar models [1, 2].

The $^{17}\text{O}(p, \alpha)^{14}\text{N}$ reaction was studied in detail at the underground 400kV LUNA accelerator. At temperatures of astrophysical interest (0.03-0.4 GK), the reaction S-factor is dominated by two narrow resonances at roughly $E_p = 70$ and 193 keV in the laboratory frame. The latter is reasonably well-known [3, 4], but direct information on the 70 keV resonance is incomplete because of its extreme weakness [5]. Indirect methods have also been used [6], because of the challenges of performing a direct measurement. Such direct measurement was the final objective of a recently-completed experimental campaign at LUNA. The reduction in natural background afforded by the underground environment was expected to be decisive for the success of this campaign.

The $E_p = 70$ keV resonance (expected resonance strength of neV) was measured in thick-target yield conditions. We used solid Ta$_2$O$_5$ targets, 95% enriched in $^{17}\text{O}$ and roughly 5 keV thick for 200 keV protons, produced as described in [7]. Protons were accelerated by the LUNA 400kV machine at typical beam currents of 100 $\mu$A and alpha particles produced by the reaction at $E_{\alpha} = 1$ MeV were detected with an array of eight silicon detectors mounted in an hemi-spherical configuration as shown in Fig.1 (top). A small lead shielding was mounted around the setup, as show in Fig 1 (bottom) in order to further suppress the natural background.

In order to protect the detectors from the intense flux of elastically scattered protons, we mounted aluminised mylar foils, nominally 2.4 $\mu$m thick, in front of each detector.

The commissioning of the setup has been completed by studying the resonance strength of the 151 keV resonance in $^{18}\text{O}(p, \alpha)^{15}\text{N}$ and of the 193 keV resonance in $^{17}\text{O}(p, \alpha)^{14}\text{N}$. Using the alpha peaks from these two resonances, we calibrated the detectors and measured very precisely the thickness of the foils.

The setup was indipendently simulated using two GEANT4-based simulations, with the primary aim of obtaining the efficiency. Both simulations highlighted the presence of a geometric shadow effect that reduced the efficiency of the four detectors mounted at 102.5$^\circ$ by 20% roughly. The overall efficiency of the setup was estimated to be around 15%.

Data acquisition for the 70 keV resonance in $^{17}\text{O}(p, \alpha)^{14}\text{N}$ took several months of beamtime and hundreds of coulombs of charge on target.

We acquired data in three different conditions. We measured on-resonance (71.5 keV), where we expected the resonance signal to appear; off-resonance (65 keV), where we expected the signal from the reaction to be negligible but beam-induced background to be still present; and without beam to study natural background. We expected a very challenging experimental campaign since the overall rate had been estimated at a few alpha particles per hour and the detected energy (after the foils) at just 200 keV. Because of the difficulty in detecting a clear alpha peak, the constraints on the region of interest obtained from the measurement of the 193 keV resonance in the same reaction were extremely useful.

Data taking is complete: The signal from the 70 keV resonance in $^{17}\text{O}(p, \alpha)^{14}\text{N}$ has been observed with an high statistical significance, but the status of the analysis is still preliminary to give a final result.
Figure 1: (top) A picture of the scattering chamber before mounting the detectors. The proton beam enters from the copper tube on the top. (bottom) The chamber mounted horizontally on the beamline and shielded with lead.
2 The $^{18}\text{O}(p, \alpha)^{15}\text{N}$ reaction

The $^{18}\text{O}(p, \alpha)^{15}\text{N}$ reaction ($Q=3.98\text{ MeV}$) plays a key role in giant branch stars for reasons that are very similar to those of the $^{17}\text{O}(p, \alpha)^{14}\text{N}$. $^{18}\text{O}$, like $^{17}\text{O}$, is especially suited to trace mixing processes in quiescent stars.[1, 2]

At temperatures of astrophysical interest, the $^{18}\text{O}(p, \alpha)^{15}\text{N}$ reaction is dominated by three resonances at $E_p = 20$, 151 and 650 keV in the laboratory frame [8]. The first of these resonances is extremely weak (resonance strength $\omega\gamma \sim 10^{-18}\text{ eV}$), and a direct investigation is beyond the current technical capabilities, even in an underground laboratory. The second, at $E_p=151$ keV, has already been investigated in detail during the $^{17}\text{O}(p, \alpha)^{14}\text{N}$ campaign and the last one, at $E_p=650$ keV is out of the reach of the LUNA-400kV accelerator.

There are, however, still a few open questions about this reaction. First of all there is a resonance at $E_p=96$ keV which has been considered of secondary astrophysical importance until now. A recent paper [9] highlighted some inconsistencies between the partial widths measured for this resonance in $^{18}\text{O}(p, \alpha)^{15}\text{N}$ and $^{18}\text{O}(p, \gamma)^{19}\text{F}$. Some of the proposed solutions to these inconsistencies, including a different resonant energy, could potentially translate into a significantly higher astrophysical impact.

Secondly, the current claim in the literature [10, 11] is that the non-resonant process of this reaction is completely negligible at all energies. While this is true at energies above 100 keV, where precise, direct data exist, it might not be correct below the 96 keV resonance where the uncertainties are significantly higher. If the non-resonant process neglected in R-matrix fits until now did play a significant role, the $^{18}\text{O}(p, \alpha)^{15}\text{N}$ reaction rate could be enhanced at temperatures of astrophysical interest.

Finally, there are no direct data at all below $E_p=70$ keV while they could be extremely useful to constrain extrapolations from higher energies down to the astrophysically relevant energy region.

The campaign was carried out using the same setup and techniques previously employed for the $^{17}\text{O}(p, \alpha)^{14}\text{N}$ measurement, in order to capitalise on the experience gained during that campaign. The only significant difference in the setup was that the aluminised Mylar foils used to shield the silicon detectors from the elastically scattered protons were 5.5 $\mu$m thick instead of 2.2 $\mu$m. This change allowed us to reach proton energies of 360 keV without damaging the fragile detectors.

Data taking has already been completed, but data analysis is still at a preliminary stage. We measured the excitation function of the $^{18}\text{O}(p, \alpha)^{15}\text{N}$ reaction from $E_p = 60$ to 360 keV in 5 keV steps and observed the resonances at $E_p = 96$, 151, 217 and 334 keV reported in the literature [8]. All resonances were investigated in detail using a fine step size in thick-target yield conditions.

The next step in the data analysis process will be to extract a cross-section value for all measured energies and compare our direct data with extrapolations performed from higher energies [10, 11]. We also intend to carry out an R-matrix fit of our data to extrapolate our results to lower energies and improve the precision of the reaction rate in the astrophysically relevant region.
3 Study of the $^{22}\text{Ne}(p,\gamma)^{23}\text{Na}$ reaction

3.1 Science case

The $^{22}\text{Ne}(p,\gamma)^{23}\text{Na}$ reaction is included in the hydrogen burning neon-sodium (NeNa) cycle. This cycle affects the nucleosynthesis of neon and sodium isotopes, and it plays a key role in the study of the surface composition of Red Giant Branch stars (Gamow peak 30-100 keV), the composition of the ejecta from Asymptotic Giant Branch Stars and classical novae (Gamow peak 100-600 keV) [12] and possibly in the simmering phase prior to the explosion of a type Ia supernova [13].

The $^{22}\text{Ne}(p,\gamma)^{23}\text{Na}$ is the NeNa cycle reaction with the most uncertain cross section. In the energy range relevant for astrophysics, the $^{22}\text{Ne}(p,\gamma)^{23}\text{Na}$ reaction rate is poorly known because of the contribution of a large number of resonances, many of which have never been observed directly [14, 15]. The mere existence of several of these energy levels, e.g. the ones corresponding to the $E_p = 215$ and 104 keV resonances, is even doubted [16].

The lowest-energy resonance with a directly measured strength is the one at $E_p = 436$ keV [5]. For the resonances below that energy, only upper limits are reported in the literature [18, 19]. An experimental campaign structured in two phases is currently underway at LUNA in order to address this astrophysically relevant energy range.

3.2 Phase I (HPGe): Study of selected resonances with a HPGe detector

First phase of the data taking of the $^{22}\text{Ne}(p,\gamma)^{23}\text{Na}$ reaction with enriched neon-22 gas was concluded in fall 2014. Immediately afterwards, the setup was removed to make space for phase II. Several resonances have been observed for the first time during phase I of the experiment (fig. 2). Detailed branching schemes have been developed for several of the new resonances, and in two cases, even a coincidence analysis of the two HPGe detectors was possible. The comparison of the new LUNA data with previous, surface-based direct and indirect results impressively confirms the validity of the LUNA approach of direct, low-energy cross section measurements deep underground.

The final data analysis is still in progress, in view of a publication in 2015. The development of the setup and the study of several systematic effects have been published in a regular article in the European Physical Journal A [20].

3.3 Phase II (BGO): Direct capture and low-energy resonances with a BGO detector

In phase II of the experiment, a high-luminosity BGO borehole detector will be used in order to address several low-energy resonances and the direct capture component, as well (fig. 2). The typical $\gamma$-ray detection efficiency of 70% of this detector [21] will enable either a positive confirmation or a severe upper limit for the low-energy resonances that make up much of the discrepancy between the Iliadis and NACRE reaction rates (fig. 2).

Some systematic checks have already been completed for phase II. The pressure (fig. 3) and temperature profiles have been studied with neon gas in the new setup. For the first time, the pressure drop in the 4 cm long collimator where the beam enters the target chamber has been measured experimentally. The data confirm the previous assumption of a linear pressure drop but remove an uncertainty when computing the effective target thickness.

The data taking for phase II is expected to start in spring 2015.
Figure 2: Thermonuclear reaction rate for the $^{22}\text{Ne}(p,\gamma)^{23}\text{Na}$ reaction, relative to the published rate by Iliadis et al. [15]. The reaction rate contributions of several of the new resonances discovered in phase I are plotted in red full lines. The contributions of some resonances to be studied in phase II is given in red dashed lines, direct capture as red dotted line. The previous rate of the NACRE compilation [14], which differs by up to a factor 1000 from Iliadis, is shown as blue line.
4 The $^2$H(p,$\gamma$)$^3$He reaction

4.1 Introduction

Standard Big Bang Nucleosynthesis (BBN) started when the Universe was cold enough to allow deuterium nuclei to survive to photo-disintegration. The total amount of deuterium produced in the Universe during the first minutes depends on the cosmological parameters and on nuclear cross sections of the reactions involved. The former is independently inferred from Cosmic Microwave Background (CMB) power spectrum, recently measured by Planck [22], while the latter are measured by nuclear physics experiments [23]. For what concerns the deuterium abundance estimation, the main source of uncertainty comes from the $^2$H(p,$\gamma$)$^3$He cross section [24]. The present experimental status was reviewed in [25], where a 6-10% uncertainty on the astrophysical S-factor in the BBN energy range is reported (see figure 4).

Starting from this value a primordial deuterium abundance of $^3$H/H = (2.65 ± 0.07) $\times$ 10$^{-5}$ is obtained [24]. This one is in little tension with the value $^3$H/H = (2.53 ± 0.04) $\times$ 10$^{-5}$, recently obtained analysing all the known astronomical deuterium absorption-line systems [31]. Comparing BBN calculation and astronomical observation it’s clear that the first one is the more uncertain and a new precise measurement of the $^2$H(p,$\gamma$)$^3$He cross section in the BBN energy range is thus necessary, as suggested by many authors [22],[24],[32],[33]. Moreover there is a disagreement of about 10% between the experimental S-factor [25] and the one obtained starting from ab-initio calculations [30][32][34][35]. In order to clarify the actual scenario, a measurement of the $^2$H(p,$\gamma$)$^3$He cross section at the 3% level in the [40-400] keV energy range is planned at LUNA for the end of 2015 and the beginning of 2016. A preliminary investigation of the reaction has been done in October 2014, using a setup similar to the one used in the $^{22}$Ne(p,$\gamma$)$^{23}$Na measurement campaign [36]. The $^2$H(p,$\gamma$)$^3$He feasibility test results are discussed in the next paragraph.
4.2 Feasibility test results

The experimental setup consists in a windowless gas target filled with deuterium at 0.3 mbar without recirculation. The gas target pressure, monitored with a Labview application, was maintained constant thanks to an analog feedback system. The beam current has been measured with a calibrated constant temperature gradient beam calorimeter. An oxygen-free copper endcap was mounted on the calorimeter in order to reduce possible contaminants present on the calorimeter surface. A 136% High Purity Germanium detector (HPGe) at 90° with respect to the beam direction detects the $\gamma$-rays emitted. Its efficiency has been measured with a $^{60}$Co (1173, 1333 keV gamma peak energies) and $^{137}$Cs (662 keV) radioactive sources. Unfortunately, no data point had been taken at higher energies (using for example the $^{14}$N($p,\gamma$)$^{15}$O reaction) due to problems with the LUNA 400 kV accelerator. This did not allow to obtain an experimental estimation of the total efficiency for the $^2$H($p,\gamma$)$^3$He reaction, where the $\gamma$-ray Region of Interest (RoI) is around 5.5 MeV. No lead castle and anti-radon box were present. The natural background has been found stable within 17% and completely negligible in the $^2$H($p,\gamma$)$^3$He RoI. We measured the $^2$H($p,\gamma$)$^3$He reaction at five different proton beam energies: 112.5 keV, 199.5 keV, 259.5 keV, 340.0 keV and 380.0 keV with an average current of about 150 $\mu$A (see figure 5).

The only contaminants found during the feasibility test are $^{19}$F and $^{12}$C. The first one gives the main contribution, especially at high energy where the strong resonance of the $^{19}$F($p,\alpha\gamma$)$^{16}$O
Figure 5: The $^2\text{H}(p,\gamma)^{3}\text{He}$ counting rate taken at LUNA during the 2014 feasibility test phase. The $^2\text{H}(p,\gamma)^{3}\text{He}$ peak is broad due to the Doppler effect of the emitted gammas and the recoil of the $^3\text{He}$ nuclei. Its width depends on the setup geometry. The narrow peak at 6.1 MeV for the 380 keV run is due to the $^{19}\text{F}(p,\alpha\gamma)^{16}\text{O}$ reaction on fluorine contaminant.
Figure 6: Overlap between the Montecarlo simulation of the $^2\text{H}(p,\gamma)^3\text{He}$ signal based on the ab-initio calculations of the differential cross section at 112.5 keV beam energy (red) and experimental data (black).
reaction at 380 keV is present. No deuterium implantation on the gas target inner surface has been found during the measurement campaign. The shape of the $^2\text{H}(p,\gamma)^3\text{He}$ has been found in agreement with the one calculated by Montecarlo simulations and reported in figure 6.

4.3 Conclusions

The feasibility test shows that a precise measurement of the $^2\text{H}(p,\gamma)^3\text{He}$ cross section is possible at LUNA. Moreover, most of the systematics have been considered and checked. Thanks to the results obtained we are now able to proceed in the design of the new setups that will be used for the 2015-2016 measurement campaigns.

5 LUNA-MV

The LUNA-MV project foresees the realization of a worldwide unique facility inside the underground Gran Sasso Laboratory centered on a 3.5 MV single-ended accelerator able to provide intense proton, alpha and carbon beams. Two different beam lines are foreseen, devoted to solid and gas target experiments, respectively. This will allow us to study key reactions of the Hydrogen, Helium and Carbon burning and the so-called neutron source reactions, which provide the neutron flux necessary for the slow neutron capture process. The project has been financed in the framework of the "Progetti Premiali" calls of the Italian Research Ministry (years 2011 and 2012) with a total budget of about 5.3 millions of euros. In the year 2014, the precise location of the LUNA MV accelerator inside LNGS was established: it will occupy the South part of Hall C, where presently the OPERA experiment is sitting. The characteristics of the accelerator have been studied in detail and the documentation for tendering has been recently submitted to the INFN central administration. Meanwhile, the design of the infrastructure is going on. The present preliminary schedule foresees the installation of the accelerator at LNGS by summer 2018.
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Abstract

The Large Volume Detector (LVD) in the INFN Gran Sasso National Laboratory, Italy, is a neutrino observatory designed to study low energy neutrinos from core collapse supernovae. The experiment has been monitoring the Galaxy since June 1992, under increasing larger configurations, in January 2001 it has reached its present active mass $M = 1$ kt. Since July 2005 has been member of the Supernovae Early Warning System (SNEWS) project, the network of neutrino observatories whose aim is to provide the astronomical community with a prompt and confident alert of the occurrence of a galactic supernova event. Since 2006 LVD has been acting as a far-monitor of the CNGS project, the high energy, wide band $\nu_\mu$ beam, set up at Cern and sent towards the INFN Gran Sasso National Laboratory, for the observation of the $\nu_\tau$ appearance, through neutrino flavor oscillation. In 2012 LVD gave a primary contribution to establish the inconsistency of the OPERA result of a superluminal neutrino velocity and furthermore confirmed that the neutrino speed is compatible with $c$.

No neutrino burst candidate has been found over 7700 days of live-time, the resulting 90% C.L. upper limit to the rate of gravitational stellar collapses in the Galaxy ($D \leq 25$ kpc) is $0.109 \, \text{yr}^{-1}$.

1 Introduction

The detection of neutrinos from SN1987A, first observation of neutrinos from extrasolar origin, marked the beginning of the experimental phase of neutrino astrophysics [Hirata et al.(1987), Bionta et al.(1987), Alekseev et al.(1987)] and [Aglietta et al.(1987)]. Core collapse supernovae are the known most powerful neutrino emitters. While the observation of neutrinos from SN1987A was guided by the optical observation, currently running $\nu$ detectors must be able to identify a neutrino burst even in the absence of an electromagnetic counterpart. Neutrinos can actually travel across our Galaxy and reach the Earth were they can be identified, while light gets partially or totally absorbed by dust in the Galactic plane. As the great part ($\sim 80\%$) of core collapse supernovae in our Galaxy are not visible through their light emission, neutrino detection is in many cases the only possibility to detect and study these events.

Neutrino detectors are also sensitive to collapsing objects that fail to explode becoming black holes (so-called failed supernovae), as those are expected to emit a neutrino signal even stronger, although shorter in time, than core collapse supernovae [Nakazato et al.(2008)].

In the presence of an electromagnetic counterpart, on the other hand, the prompt identification of the neutrino signal could alert the worldwide network of observatories [Antonioli et al.(2004)] allowing to study many aspects of the rare event from its onset.


The Large Volume Detector (LVD), in the INFN Gran Sasso National Laboratory (Italy), at the depth of 3600 m of water equivalent, is a one kiloton liquid scintillator detector [Aglietta et al.(1992)]. It consists of an array of 840 scintillator counters, 1.5 m$^3$ each, viewed from the top by three photomultipliers (PMTs), 2520 in total, arranged in 105 modules hosting clusters of 8 counters. The whole array is divided in three identical towers with independent power supplies, trigger, absolute clock and data acquisition, DAQ.
LVD started the commissioning phase in February 1992 for five months till June 1992, mainly dedicated to stabilize the DAQ system. Since June 6th 1992, with the first tower completely built, the detector started the first science run. The experiment has been running under increasing larger configurations since then and in January 2001, with the completion of the last tower, it reached its final layout: the scintillator mass of one kton. Thanks to its modularity and dedicated DAQ system LVD allows a very high duty cycle. It can be serviced during data taking and in case of failures, the neutrino observatory automatically remove the not properly working region and reconfigures itself at lower mass. The effect is to adjust dynamically the LVD active mass, $M_{\text{act}}$.

Neutrinos can be detected in LVD through charged current (CC) and neutral current (NC) interactions on proton, Carbon nuclei and electrons of the liquid scintillator. The iron support structure of the detector, whose total mass is about 0.85 kt can also act as a target for neutrinos and antineutrinos, with a certain probability that the product of the interaction may reach the liquid scintillator and be detected [Agafonova et al.(2007-a)]. The total LVD target consists of:

- free protons - $8.313 \times 10^{31}$
- C nuclei - $4.267 \times 10^{31}$
- Fe nuclei - $9.7 \times 10^{30}$
- electrons - $3.393 \times 10^{32}$

Neutrino interaction channels, relevant to the detector, are reported here:

1. $\bar{\nu}_e + p \rightarrow e^+ + n$ (1.8 MeV) (88%)
2. $\nu_e + ^{12}C \rightarrow ^{12}N + e^-$ (17.3 MeV) (1.5%)
3. $\bar{\nu}_e + ^{12}C \rightarrow ^{12}B + e^+$ (14.4 MeV) (1.0%)
4. $\nu_1 + ^{12}C \rightarrow \nu_1 + ^{12}C^* + \gamma$ (15.1 MeV) (2.0%)
5. $\nu_1 + e^- \rightarrow \nu_1 + e^-$ (83.0%)
6. $\nu_e + ^{56}Fe \rightarrow ^{56}Co^* + e^-$ (10. MeV) (3.0%)
7. $\bar{\nu}_e + ^{56}Fe \rightarrow ^{56}Mn + e^+$ (12.5 MeV) (0.5%)
8. $\nu_1 + ^{56}Fe \rightarrow \nu_1 + ^{56}Fe^* + \gamma$ (15. MeV) (2.0%)

Cross sections of different interactions are obtained referring to [Strumia & Vissani(2010)] for interaction 1, [Fukugita et al.(1988)] for interactions 2 and 4, [Bahcall et al.(1995)] for interaction 5 and [Kolbe & Langanke(2001)] and [Toivanen et al.(2001)] for interactions 6 and 8.

The main neutrino reaction in hydrogenate targets, at the typical energy of neutrino from gravitational stellar collapses (GSC), is the inverse beta decay, IBD, (1) which gives two detectable signals: the prompt one due to the $e^+$ (visible energy $E_{\text{vis}} \simeq E_{\nu_e} - 1.8 \text{ MeV} + 2 m_e c^2$) followed by the signal from the np → dγ capture ($E_\gamma = 2.2 \text{ MeV}, \text{mean capture time} \simeq 185 \mu s$).

At present a universally accepted model of neutrino emission associated with GSC does not exist. This is due to the great complexity of the problem, in which all known forces interplay with each other in extreme physical conditions. The critical role of neutrinos for the energy transport, as first suggested in [Colgate & White(1966)], is however generally accepted. A few other points are nowadays well established. The total energy of the collapse, the binding energy of the future neutron star, is between 2 and $3 \cdot 10^{53} \text{ erg}$, and 99% of this is delivered by neutrino emission. The formation of a region where neutrinos are trapped determines the time scale of this emission, as confirmed by the observation of neutrino from SN1987A, of the order of ten seconds.
There has been a wide discussion whether SN1987A data show an hint of the presence of an accretion phase, which would occur in the first stage of neutrino emission. Important reference in this discussion is the paper by Loredo and Lamb [Loredo & Lamb(2002)] where it is argued that the SN1987A observations can be used to claim for an evidence of the accretion phase.

The neutrino-driven mechanism [Bethe & Wilson(1985)], or delayed scenario for the explosion, has been the most studied so far. In this scenario the explosion of the massive star receives crucial assistance from the energy deposition due to an initial, intense neutrino luminosity. Simulations based on this model have given different estimations of mean energies and luminosity of neutrino emission. In particular early one-dimensional simulations gave quite different results for the mean energies of various neutrino flavors (10-12 MeV for $\nu_e$, 11-17 MeV for $\bar{\nu}_e$, 15-24 MeV for $\nu_\mu, \bar{\nu}_\mu, \nu_\tau, \bar{\nu}_\tau$, hereafter $\nu_x$) [Totani et al.(1998)]. However, recent studies [Tamborra et al.(2012)], [Janka(2012)] show a tendency towards lower values for the mean energies as well as a smaller spread among them. It should be noted though that models, assuming a quite different scenario, have been proposed enlarging the theoretical panorama [Imshennik & Ryazhskaya(2004)].

A parallel approach to this problem is the attempt to parameterize the neutrino emission, of which a remarkable example can be found in [Keil et al.(2003)]. Another work [Pagliaroli et al.(2009)] considers the microscopic processes of the collapse to build a parameterization of the neutrino emission, which comprehends both an accretion and a cooling phase. The free parameters are then determined with a maximum likelihood procedure on the data from SN1987A.

We refer to this study for an estimation of the neutrino signal from a GSC in LVD. MSW effect while crossing the matter of the collapsing star [Wolfenstein(1978)], [Mikheev & Smirnov(1985)] is taken into account, while $\nu$-$\bar{\nu}$ interactions are neglected. The normal mass hierarchy scenario has been assumed together with the most recent values of $\theta_{12}$ and mass squared differences $\Delta m^2_{12}$ and $\Delta m^2_{23}$. In this scenario the recent discovery of a non null value for $\theta_{13}$ mixing angle [An et al.(2012)] has no significant impact on the expected neutrino signal. We find that a total of about 300 events would be detected in LVD (1kt) for a GSC at 10 kpc from the Earth. They would be shared among the possible interaction channels as shown in the previous table. Focusing on the Inverse Beta Decay (IBD) interaction (1), it results that 250 of these signals would be recorded (and recognized) in LVD, which is quite on the conservative side. The neutrino signal is expected to develop on a time scale of 20 s, being 90% (50%) the fraction of detected events in the first 10s (1s).

The LVD neutrino burst sensitivity for different selection algorithms and energy cuts, $E_{cut}$, has been exhaustively discussed in [Agafonova et al.(2008)] for real background conditions. The highest sensitivity can be achieved, in LVD, for $E_{cut} = 10$ MeV, $\Delta t = 10$ seconds and without any additional selection criterium based on the expected neutrino flavor content. Different choices on the duration of the time interval $\Delta t$, based on model predictions, and supported by the SN1987A data, increase the model dependence of the search without introducing an important improvement in sensitivity.

LVD working stand alone, with an imitation frequency threshold, $F_{im}$, of one fake event every 100 years, reaches the sensitivity shown in figure 1, calculated for $E_{cut} = 10$ MeV and for $300 \leq M_{act} \leq 1000$ ton. Even in this very conservative panorama, LVD results to be observing, with full efficiency, a region of space centered in the Earth with radius 25 kpc as long as its active mass remains greater than 300 tons.
Figure 1: LVD detection probability versus source distance for the imitation frequency of 1/100 $y^{-1}$ (see text). The blue and red bands correspond to the case of standard core collapse (ccSN) and failed supernovae, respectively. The solid (dashed) line represents an active mass of 300 (1000) $t$. 
2 Core Collapse SN Monitor

2.1 Data set

The whole LVD data taking can be divided into 2 periods according to slightly different values of the trigger threshold. In the first period, from June 6\textsuperscript{th}, 1992, to December 31\textsuperscript{st}, 2003, the hardware trigger energy threshold was set to $E_H \simeq 5$ MeV, for the core counters, i.e., counters not directly exposed to the rock radioactivity which represent 47% of the total, and $E_H \simeq 7$ MeV, for external ones. In the second period, from January 1\textsuperscript{st}, 2004 up to now, the trigger energy threshold of the array was set uniformly to $E_H \simeq 4$ MeV. A secondary energy threshold, $E_L \simeq 0.5$ MeV, to detect gammas from n-captures, is enabled during 1 ms after the occurrence of each trigger and remained unchanged during both periods. Duty cycle of the detector, averaged over 10 days windows, is shown in figure 2.

Fluctuations on the duty cycle, after the construction period, are mainly due to maintenance activity. The duty cycle of the whole data set achieves 96.1% (93.4% at $M_{\text{act}} > 300$ t).

The detector active mass, $M_{\text{act}}$, is dynamically adjusted. $M_{\text{act}}$ is continuously monitored through the atmospheric muon flux. The muon rate observed by the whole LVD array is $0.097 \pm 0.01$ muons per second, while each counter detects, on average, 1.8 muons per hour. The detector active mass is updated every 8 hours by considering the counters that detected at least one muon in this period. Quality cuts on single counters are applied at this level to determine the reliable active mass of the detector:

- The response to atmospheric muons is used to identify and discard bad working counters, problems that are mainly due to electronic failures.
- Counters with a background rate $R(E \geq 7\text{MeV}) \geq 3 \cdot 10^{-3}\text{s}^{-1}$ [Agafonova et al.(2008)] are rejected as noisy. On average this problem regards less than 2% of the counters.

LVD active mass, $M_{\text{act}}$, as a function of time is shown in figure 2. From June 9\textsuperscript{th}, 1992 to December 31\textsuperscript{st}, 2014 $M_{\text{act}}$ remained greater than 300 t during 7700 days.

![Duty Cycle and Active Mass](image)

Figure 2: LVD duty cycle and active mass as a function of time. $M_{\text{act}}$ remained greater than the 300 t limit during 7700 days, from June 9\textsuperscript{th}, 1992 to December 31\textsuperscript{st}, 2014.

2.2 Selection criteria

Most accredited model and numerical experiments predict that in core collapse supernovae neutrinos emission occur in three main phases:
- $\nu_e$ are emitted in shock breakout, when $\nu_e$ produced in electron captures (neutronization) are freed by the passage of the shock wave through the neutrino sphere, duration few milliseconds;
- $\nu_e$ and $\bar{\nu}_e$ are emitted during the accretion phase, whose duration, around 500 ms, will determine the future evolution of the collapse;
- neutrinos and antineutrinos, $\nu_i$ and $\bar{\nu}_i$, of all flavors are emitted during the thermal cooling, duration few tens of seconds.

Average energy of emitted neutrinos ranges between 10 and 25 MeV, energy spectra are approximately thermal. On the bases of these expectations the data set dedicated to the search for neutrino burst must be free from the atmospheric muon component and limited to a convenient energy window to cut most of the background due to radioactivity. For these reasons the following cuts on single events are applied:

- coincident events in 2 or more counters within 200 ns, are rejected as muon candidates. To avoid the contamination of any signal associated with muon interactions inside the detector or in the surrounding rock, a dead time of $1 \text{ ms}$ is applied after each muon event. This cut introduces a dead time, $t_{\text{dead}} \leq 0.01\%$, corresponding to less than 1 hour per year. The possibility that the product of a neutrino interaction involves more than one counter (and for this reason is rejected) has been evaluated in [Antonioli et al. (1991)]. Convolving this probability with the expected energy spectra we obtain that about 3% of neutrino interactions will be excluded from the following burst candidate selection process because of this cut. In case of a positive detection, i.e., the burst identification, these events will be recovered.
- According to the expected signal, the energy of the trigger events are selected in the range $E_{\text{cut}} \leq E_{\text{trigger}} \leq 100 \text{ MeV}$. Two energy ranges are considered with $E_{\text{cut}} = 7 \text{ MeV}$ and $10 \text{ MeV}$. Radioactivity background is highly suppressed at these energies, while the impact on the expected signal is negligible because of the energy dependence of the cross sections.

Moreover, applying these two filters, in particular the second one, the rate becomes almost independent from the local hardware configuration and the effect due to the threshold change is negligible.

The core of the algorithm for the neutrino bursts candidate on-line selection consists in the search for a cluster of signals within a fixed time window, $\Delta t$. The burst candidate is simply characterized by its multiplicity $m$, i.e., the number of events detected during $\Delta t$ and $\Delta t$ itself. All the other characteristics of the cluster, as its topological distribution inside the detector, the detailed time structure, energy spectrum and $\nu$ flavor content, are left to a subsequent independent analysis (consistency check). A set of dedicated cuts are introduced in the process of burst candidate selection. They are occasionally applied to disentangle and reject local fluctuations of the trigger rate due to temporary failures, electric noise or human activities in the experiment. They can involve single counters (S-Cut) or sets of counters which are in some way connected as modules (M-Cut) or groups (G-Cut).

All these cuts are based on the simple requirement that events belonging to the cluster are due to low energy neutrinos that, because of their huge mean free path, are expected to interact uniformly inside an array made by elements with same detection efficiency. After applying the cut, the cluster is reanalyzed with the new multiplicity $m' = m - m_i$ and new background rate, $f'_{bk}$. We refer to these cuts as topological cuts. Their effects are carefully monitored along data taking and processing. For clusters that, before applying topological cuts, had an imitation
frequency lower than 1 per month, an individual inspection is performed. The majority of these
downgraded clusters are due to electronics failures, in particular TDC failures impacting muon
rejection. It is not rare to see that the increasing of the number of downgraded clusters is cor-
related with a decreased number of recognized muons.

2.3 Results

At the end of the data selection and after applying topological cuts, the LVD background data
behaves as a stochastic series well described by the Poisson statistic independently from the
local hardware configuration.

In the search for a cluster of events within a fixed time window, $\Delta t$, each data period, $T$,
is scanned through a “sliding window” with duration $\Delta t=20s$, that is, it is divided into $N=\frac{T}{\Delta t}$
intervals. This process has been repeated twice, where the $\Delta t$ windows are relatively shifted
of $\Delta t/2$. In this way the unbiased time window is 10s. The expected frequency of clusters of
duration 20s and multiplicity $\geq m$, due to background, is:

$$F_{im}(m, f_{bk}) = C \cdot \sum_{k \geq m} P(k; 20 \cdot f_{bk}) ev \cdot day^{-1}$$

(9)

where $f_{bk}$ is the background counting rate of the detector for visible energy, $E_{vis} \geq E_{cut}$ ($E_{cut} =
10$MeV in this analysis), $P(k; f_{bk}\Delta t)$ is the Poisson probability to have clusters of multiplicity $k$
if $f_{bk}\Delta t$ is the average background multiplicity, and $C = \frac{86400}{(2 \cdot \Delta t)}$ is the number of trials
per day.

Indeed, a candidate burst is defined by its multiplicity to which, for a known background
rate, an imitation frequency is associated (through eq.9). $F_{im}^{-1}$ thus represents the significance
of the detected cluster defined as the average time you have to wait for a fake event originated
by the Poissonian background [Agafonova et al.(2008)].

To check the performance of the selection procedure and to validate the reliability of the
algorithm to reproduce background fluctuations, a number of test had been performed in the past
and are periodically repeated. We simulate clusters of events in a subset of counters equipped
with a LED system. We test, and online continuously monitor, the cluster selection criteria at
low thresholds, i.e., with $F_{im} \leq 1 \cdot day^{-1}$, $1 \cdot week^{-1}$, $1 \cdot month^{-1}$. The comparison between
expected and detected clusters at different significance allows us to keep the detector behavior
and the reliability of the method used in the search for neutrino burst candidates.

While for LVD working standalone a detected cluster is considered a candidate neutrino burst
only if its significance is higher than 100 years. This request is relaxed to 1 month when working
in coincidence with other detectors in the SNEWS project [Antonioli et al.(2004)]. Furthermore,
in case of detection, the neutrino burst candidate will be sent to a second level analysis, which
aims at studying the consistency of these clusters with the features of a real neutrino burst.
This second level analysis is called consistency check$^{1}$.

LVD has been observing the Galaxy searching for neutrino bursts from core collapse SN
since June 1992. The detector is considered active only if its active mass, $M_{act}$, was at least
300 t, being, in this way, fully sensitive to core collapse SN occurring at a distance $D \leq 25$ kpc
from the Earth. No neutrino burst candidate has been detected during 7700 days, from June 9th
1992 to December 31st 2014. The corresponding upper limit on the rate of gravitational stellar

\footnote{In the SNEWS project, the required coincidence with other detectors is considered, by LVD, the main instru-
ment to confirm the reliability of the alarm. No additional test on the detected cluster is performed in this case
before sending the alarm to the central server if the cluster has $F_{im} \leq 1/month$.}
collapse at 90% C.L. is: 0.109 year$^{-1}$. This is the most stringent limit to date achieved by the direct observation of the entire Galaxy searching for neutrino bursts.

In addition to the on-line analysis, described in this section, LVD make an off-line search of neutrino burst. In this analysis all the clusters with duration up to 100 seconds are studied. The results of this analysis applied to the data set from June 1992 up to the end of 2013 has been recently published [Agafonova et al.(2015)].
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Abstract

The OPERA neutrino detector at the underground Gran Sasso Laboratory (LNGS) was designed to perform the first detection of neutrino oscillations in appearance mode through the study of $\nu_\mu \rightarrow \nu_\tau$ oscillations. The apparatus consists of a lead/emulsion-film target complemented by electronic detectors. It is placed in the high-energy long-baseline CERN to LNGS beam (CNGS) 730 km away from the neutrino source. Runs with CNGS neutrinos were successfully conducted in 2008, 2009, 2010, 2011 and 2012 for a total luminosity of $18 \times 10^{19}$ p.o.t. ($proton on target$). In November 2012 the CNGS run has been stopped and subsequently the beam line has been dismounted. The emulsion analysis has continued during 2013 and 2014 and will presumably continue for the whole 2015. At the beginning of 2015 the decommissioning of the OPERA detector has started. After a brief description of the beam and of the experimental apparatus we report on the data and related analysis results.
1 Introduction

The solution of the long-standing solar and atmospheric neutrino puzzles has come from the hypothesis of neutrino oscillations. This implies that neutrinos have non-vanishing and non-degenerate mass eigenstates, and that their flavor eigenstates involved in weak interaction processes are a superposition of the mass eigenstates. Several experiments carried out in the last decades with solar and reactor neutrinos, as well as with atmospheric and accelerator neutrinos, contributed to build-up our present understanding of neutrino mixing. Atmospheric neutrino oscillations have been studied mainly by the Kamiokande, MACRO, Super-Kamiokande and SOUDAN2 experiments. Long baseline experiments with accelerator neutrinos (K2K and MINOS) confirmed the oscillation scenario first pointed out by the Super-Kamiokande experiment supporting the $\nu_\mu \rightarrow \nu_\tau$ oscillation channel for atmospheric neutrinos, while the CHOOZ and Palo Verde reactor experiments excluded the $\nu_\mu \rightarrow \nu_e$ channel as the dominant one. However, the direct appearance of a different neutrino flavor is still an important open issue. This is the main goal of the OPERA experiment \cite{1} that uses the long baseline (L=730 km) CNGS neutrino beam from CERN to LNGS. The challenge of the experiment is to measure the appearance of $\nu_\tau$ from $\nu_\mu$ oscillations in an almost pure muon-neutrino beam. This requires the detection of the short-lived $\tau$ lepton ($c_\tau = 87.11 \mu m$) produced in the charged-current interaction of a $\nu_\tau$. This sets two conflicting requirements: a large target mass needed to have sufficient statistics and an extremely high accuracy detector technique to observe the short-lived $\tau$ lepton. The $\tau$ is identified by the detection of its characteristic decay topologies either in one prong (electron, muon or hadron) or in three prongs. The $\tau$ track is measured with a large-mass active target made of 1 mm thick lead plates (target mass and absorber material) inter-spaced with thin nuclear emulsion films (high-accuracy tracking devices). This detector is historically called Emulsion Cloud Chamber (ECC). Among past applications it was successfully used in the DONUT experiment for the first direct observation of the $\nu_\tau$.

The OPERA detector \cite{2} is made of two identical Super Modules (SM) each consisting of a target section of about 625 tons made of lead/emulsion-film ECC modules (hereafter called "bricks"), of a scintillator tracker detector (TT) needed to trigger the read-out and pre-localize neutrino interactions within the target, and of a muon spectrometer (Figure 1). A single SM has longitudinal dimensions of about 10 m. The detector is equipped with an automatic machine (the Brick Manipulator System, BMS) that allows the on-line removal of bricks from the detector. Ancillary facilities exist for the handling, the development and the scanning of the emulsion films. The film scanning is performed with two independent types of scanning microscopes: the European Scanning System (ESS) in Europe and the S-UTS in Japan.

A target brick consists of 56 lead plates of 1 mm thickness interleaved with 57 emulsion films \cite{3}. The plate material is a lead alloy with a small calcium content to improve its mechanical properties \cite{4}. The transverse dimensions of a brick are $12.8 \times 10.2 \text{ cm}^2$ and the thickness along the beam direction is 7.9 cm (about 10 radiation lengths). The construction of more than 150,000 bricks for the neutrino target has been accomplished by an automatic machine, the Brick Assembly Machine (BAM) operating underground in order to minimize the number of background tracks from cosmic-rays and environmental radiation. The bricks have been inserted in the detector target by the BMS and housed in a light support structure placed between consecutive TT walls. The support structure has been designed with the requirement of minimizing the material along the neutrino beam direction in order to reduce to the 0.1% level the number of interactions in regions not instrumented with emulsion films or scintillators. In order to reduce the emulsion scanning load the use of Changeable Sheets (CS) \cite{5}, successfully applied in the CHORUS experiment, was extended to OPERA. Tightly packed doublets of
Figure 1: Fish-eye view of the OPERA detector. The upper horizontal lines indicate the position of the two identical supermodules (SM1 and SM2). The "target area" is made of walls filled with ECC bricks interleaved with planes of plastic scintillators (TT). Arrows also show the position of the VETO planes, the drift tubes (PT), the RPC with diagonal strips (XPC), the magnets and the RPC installed between the magnet iron slabs. The Brick Manipulator System (BMS) is also visible. See [2] for more details.
emulsion films are attached to the downstream face of each brick and can be removed without opening the brick. Charged particles from a neutrino interaction in the brick cross the CS and produce signals in the TT scintillators. Following these signals the brick is extracted and the CS developed underground and analyzed in the scanning facilities at LNGS and in Nagoya. The information of the CS is used for a precise prediction of the position of the tracks in the most downstream films of the brick, hence guiding the so-called scan-back vertex finding procedure. The brick, CS and TT layout [5] is schematically shown in Figure 2.

2 Evidence of $\nu_\mu \rightarrow \nu_\tau$ appearance in the CNGS beam with direct $\tau$ detection

The CNGS neutrino beam was designed and optimized for the study of $\nu_\mu \rightarrow \nu_\tau$ oscillations in appearance mode, by maximizing the number of charged current (CC) $\nu_\tau$ interactions at the LNGS site. For a detailed description of the CNGS beam we refer to [2].

After the beam commissioning run in 2006, the CNGS run started on September 2007 at rather low intensity. The first event inside the OPERA target was observed on October 3rd. Longer runs took place in 2008, 2009, 2010, 2011 and 2012. On December 2012 the last CNGS neutrinos were delivered to LNGS. A long shutdown took place at CERN in 2013 and 2014 for the upgrade of LHC, and the CNGS beam has been decommissioned. The decommissioning of the OPERA detector has started at the beginning of 2015. A first $\nu_\tau$ interaction candidate with a one-prong topology was found in 2010 [6].

A second $\nu_\tau$ interaction candidate was found in 2011 with a three-prong topology and presented in 2012 [8] (Fig.4).

A third $\nu_\tau$ interaction candidate was found in 2012 in the muonic decay channel and officially presented in 2013 [9] (Fig.5).

A fourth $\nu_\tau$ interaction candidate was found in 2014 with a one prong decay topology [11] (Fig.6).

The four candidate events found, together with a conservative background estimation, mostly
due to charm candidates with undetected muon, give a significance of 4.2 sigma for the direct detection of $\nu_\mu \rightarrow \nu_\tau$ oscillations [9] [11].

3 Status of the event analysis and plan for 2015

(Fig.7) shows the history of the data analysis as a function of time, from the beginning of data taking (2008 run) up to now. The upmost line shows the number of events reconstructed in the target with the Target Tracker detectors (TT), then the number of events with at least one brick extracted is shown, and subsequently the number of events with at least one pair of CS scanned interactions. The next line shows the number of events with positive result in the CS and subsequently the number of events with at least one brick scanned is shown. The last two
Figure 5: The third OPERA tau candidate; in this candidate event the short track is seen to decay leptonically into one muon which stops in the spectrometer.

Figure 6: The fourth OPERA tau candidate event. In this event the short parent track is seen to decay into a daughter particle which is consistent to be a hadron, from momentum/range measurements. None of the tracks originating from the primary vertex is consistent with being a muon.
Figure 7: OPERA data analysis as function of time. The uppermost line shows the number of events reconstructed in the target, then the number of events with at least one extracted brick is shown and the number of events with at least one CS pair scanned. The next two curves indicate the number of events with positive signal found in the CS and the number of events with at least one brick scanned. The lowest two lines indicate the number of events with the neutrino interaction found in the brick and the number of events with the decay search completed.

The scanning and analysis of the extracted bricks, will continue during 2015 in order to complete the search for $\nu_\tau$ events collected in the last years and not yet found. All the most probable event bricks and the second probable bricks have been measured and analyzed. During the year 2015 the remaining third and fourth most probable bricks (for those events which have not been confirmed in the first and second brick) will be developed and analyzed. The extraction will continue during the decommissioning phase in order to keep apart the bricks which could contain events to be measured.
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THEORY GROUP

The LNGS theory group is organized in the following five working subgroups (or IS, from Iniziative Specifiche): Astrofisica delle alte energie (AAE), Inflation, dark matter and the large-scale structure of the universe (INDARK), Non-Perturbative quantum chromodynamics (NPQCD), Nuclear matter and compact stellar objects (NUMAT), Theoretical astroparticle physics (TASP). The local coordinators are indicated in bold face in the members list. The research topics concern five main areas: astroparticle physics (mainly TASP); compact stellar objects and dense hadronic matter (NUMAT); cosmology, large scale structures and dark matter (INDARK); computer simulations of gauge theories (NPQCD); particle physics phenomenology and beyond standard model physics (mainly AAE). There is a tradition of collaboration between the LNGS theory group and several experimental groups. In this report, we briefly describe the activities of the theory group in 2014.


More information can be found at: http://theory.lngs.infn.it/index.html

NPQCD

Member: G. Di Carlo.
– Collaboration with V. Azcoiti, E. Follana, E. Royo (Universidad de Zaragoza, Spain) and A. Vaquero (INFN-MiB).

Scientific work

Our main interest is the study of lattice theories with sign problem, in particular Lattice QCD at non-zero baryon density; we are also working on a class of possible new geometric algorithms for simulating fermion models. Another field of interest are abelian and non abelian gauge theories with theta term in the action.

During 2014 we have finalized the analysis of the spectral flow for the operator introduced by D.H. Adams for the staggered fermion formulation on realistic (quenched) gauge configurations. The result of this analysis is reported in [1]. We started the study of the effects of the theta term in the (one flavour) Schwinger model, in particular trying to reproduce the Coleman prediction on the phase structure at $\theta = \pi$. 151
Members: A. Addazi, Z. Berezhiani, R. Biondi, G. Di Panfilo, D. Ejlli
– Collaboration with A. D. Dolgov (Univ. Ferrara), O. Benhar (Univ. Roma I), Y. Kamyskho
(Univ. Tennessee, USA)

Scientific work

The research activity has been focused on the following topics:

• Baryon number violation and neutron oscillations.
  We worked on different models of baryon number violation and neutron oscillations, with
  special attention to $\Delta B = 2$ processes leading to neutron-antineutron oscillation and
  $\Delta B = 1$ ones leading to neutron-mirror neutron oscillations. The cases of spontaneous
  baryon violation and its relations with the lepton number violation was studied. Ex-
  tended report on the neutron oscillations is submitted to Phys. Reports for publication
  [2] which summarize the theoretical motivations and the experimental efforts to search for
  baryon number violation, focussing on nucleon decay and neutron-antineutron oscillations.
  Present and future nucleon decay search experiments using large underground detectors,
  as well as planned experiments with free high intensity neutron beams at ESS were high-
  lighted. Also, some exotic instantons were discussed as a source of neutron-antineutron
  oscillation [3].

• Lepton number violation and neutrinoless $2\beta$ decay.
  The nuclear matrix element of neutrinoless double-$\beta$ decay were calculated with taking into
  account the short-range correlation effects: nucleon-nucleon correlations in both physical
  and spin-space, which led to about 20 % decrease of nuclear matrix elements with respect
  previous calculations [4].

• Axion physics and cosmology.
  Cosmological limits on the axions and other light pseudo-scalars were studied from the
  spectral distortion of the cosmic microwave background radiation (CMB) due to the photon
  oscillation into axions in intergalactic magnetic fields [5, 6].

INDARK

Members: M. Crisostomi, L. Pilo and F.L. Villante.
– Collaboration with E. Babichev (LPT-Orsay), D. Comelli (INFN-Ferrara), K. Koyama, (ICG-
  Portsmouth), F. Nesti, (Boskovic Institute-Zagreb), M. Pinsoneault (Ohio State Univ.), A. Serenelli
  (UAM-Barcellona), A. Riotto (University of Ginevra), G. Tasinato(Swansea Univ.)

Scientific work

The research activity has been focused on the following topics:
• Study of FRW cosmology of the most general ghost free massive gravity with five propagating degrees of freedom. This large class of theories includes both the case with a residual Lorentz invariance as the cases with simpler rotational invariance. We find that the existence of a nontrivial homogeneous FRW background, in addition to selecting the Lorentz-breaking case, implies in general that perturbations around strict Minkowski or dS space are strongly coupled. The result is that dark energy can be naturally accounted for in massive gravity but its equation of state $w_{\text{eff}}$ has to deviate from -1. We find indeed a relation between the strong coupling scale of perturbations and the deviation of $w_{\text{eff}}$ from -1. Taking into account current limits on $w_{\text{eff}}$ and sub-millimeter tests of the Newton's law as a limit on the possible strong coupling regime, we find that it is still possible to have a weakly coupled theory in a quasi dS background. Future experimental improvements may be used to predict $w_{\text{eff}}$ in a weakly coupled massive gravity theory.

• Classification and study of non-derivative modified gravity. Theories of gravity modified by a generic non-derivative potential built from the metric, under the minimal requirement of unbroken spatial rotations can be studied in a systematic way by using canonical analysis. The deforming potentials V are classified according to the number of degrees of freedom (DoF) that propagate at the non-perturbative level. A generic V implies 6 propagating DoF at the non-perturbative level, with a ghost on Minkowski background. There exist potentials which propagate 5 DoF; no V with unbroken rotational invariance admitting 4 DoF is found. Theories with 3 DoF turn out to be strongly coupled on Minkowski background. Finally, potentials with only the 2 DoF of a massive graviton exist. Their effect on cosmology is simply equivalent to a cosmological constant.

• Gravitational and electromagnetic properties of quark stars. The crystalline color superconducting phase is believed to be the ground state of deconfined quark matter for sufficiently large values of the strange quark mass. This phase can sustain large shear stresses, supporting torsional oscillations of large amplitude. The torsional oscillations could lead to observable electromagnetic signals if strange stars have a crystalline color superconducting crust. When a torsional oscillation is excited, for instance by a stellar glitch, the positive charge oscillates with typical kHz frequencies, for a crust thickness of about one-tenth of the stellar radius, to hundreds of Hz, for a crust thickness of about nine-tenths of the stellar radius. Higher frequencies, of the order of few GHz, can be reached if the star crust is of the order of a few centimeters thick. The estimated emitted power can be quite large, of the order of 10^{45} \text{erg/s} for a thin crust. The associated relaxation times are very uncertain, with values ranging between microseconds and minutes, depending on the crust thickness. The radiated photons will be in part absorbed by the electronic atmosphere, but a sizable fraction of them should be emitted by the star.

• FRW Cosmological Perturbations in Massive bigravity. Cosmological perturbations of FRW solutions in ghost free massive bigravity, including also a second matter sector, are studied in detail. At early time, we find that sub-horizon exponential instabilities are unavoidable and they lead to a premature departure from the perturbative regime of cosmological perturbations.

• Limits to the properties of non standard weakly interacting particles (axions and hidden photons) from solar data global fits. We presented a new statistical analysis that combines helioseismology (sound speed, surface helium and convective radius) and solar neutrino observations (boron and beryllium fluxes) to place upper limits to the properties of non
standard weakly interacting particles. We obtained a 3σ upper limit on the axion-photon coupling constant $g_{a\gamma} < 4 \times 10^{-10}\text{GeV}^{-1}$. For hidden photons, we obtained the most restrictive upper limit for the product of the kinetic mixing and mass of $\chi m < 1.8 \times 10^{-12}\text{eV}$ at 3σ.

**TASP**


– Collaboration with F. Aharonian (Dublin Institute for Advanced Studies, Irlanda), V. Dokuchaev (INR, Moscow), Yu. Eroshenko (INR, Moscow), S.K. Kang (Seoul National University of Science and Technology, Corea del Sud), P. Serpico (Laboratoire de Physique Thorique d’Annecy-le-Vieux, Francia), O. Peres, M. Guzzo (UNICAMP, Brasile).

**Scientific work**

The research activity has been focused on the following topics:

- **Neutrino physics and astronomy.**
  Studies of the possible sources and of the characteristic signatures of a cosmic population of very high energy neutrinos; Analysis and interpretation of the high-energy IceCUBE data; Phenomenology of kev-sterile neutrinos as potential dark matter candidates; Determination of the galaxy structure in scenarios with fermionic warm dark matter; Study of the spectrum of supernova neutrinos in ultra-pure scintillators, in particular, in connection to the possibility to observe neutral current events; Study of new expectations and uncertainties on neutrinoless double beta decay, in particular in view of the renormalisation of the couplings of the nucleons in nuclear medium; Quantitative study of the solar composition problem. Analysis of the role of a future CNO solar neutrino measurement. Limits to the properties of non standard weakly interacting particles from solar data global fits.

- **Cosmic ray physics**
  Study of the propagation of very high energy cosmic ray in extragalactic environment; comparison between different numerical simulations; Analysis and interpretation of Pierre Auger Observatory experimental data (energy spectrum and observables related to chemical composition; Non linear effects in cosmic ray physics; Effects of intergalactic magnetic fields in the physics of ultra high energy cosmic rays; Dark matter models and indirect detection of dark matter.

**Numat**


– Collaboration with C. Lujan-Peschard, S. Dell’Oro, S. Marcocci, R. Anglani (CNR-Bari), R. Casalbuoni (University of Florence and INFN), M. Ciminale (University of Bari), N. Impolito(University of Bari), R. Gatto (University of Geneve), M. Ruggieri (University of Catania).
Scientific work

The research activity has been focused on the following topics:

• Properties of neutrinos.
  We have studied the Majorana Effective Mass, i.e. the crucial parameter that regulates the rate of the neutrinoless double beta decay due to light neutrino exchange. We have updated the previous estimations of this parameter and we have evaluated the impact of the quenching in the nuclear medium of the axial vector coupling constant, as discussed by Iachello and collaborators [14]. Concerning astrophysical neutrinos we have investigated the possibility to study core collapse supernovae (SN) by observing, for the first time, neutral-current reactions due to SN neutrinos. We have studied the entire expected energy spectrum in the Borexino, KamLAND and SNO+ detectors, quantifying the effect of confusion, due to the different components of the energy spectrum overlapped [15].

• Matter in extreme conditions.
  Regarding the properties of ultra-dense matter, we have studied inhomogeneous color superconductors in detail and in particular crystalline color superconductors. We have also reviewed the possible astrophysical signatures associated with the presence of Crystalline Color SuperConducting (CCSC) phases within the core of compact stars [27]. In particular, the CCSC phase can sustain large shear stresses, supporting torsional oscillations of large amplitude. We have studied the electromagnetic signals produced by torsional oscillations of strange stars with a crystalline color superconducting crust. We have estimated that the emitted EM power could be quite large for frequency in the GHz band, and both frequency that power depend on the crust thickness [28].

• Gravitational waves
  A large collaboration involving gravitational waves detectors, i.e. Ligo and Virgo, and neutrinos detectors, i.e. LVD, Borexino and IceCube, we started developing techniques and strategies for joint analysis of Neutrinos and Gravitational Waves emitted by Core Collapse Supernovae. This is the Phase 1 of a structured proposal submitted and accepted by several detectors (neutrino detectors and GW detectors) to increase the detection probability for these complex astrophysical events.

Publications in journals, proceedings and preprints


Conferences, seminars and other activities

Quantum gravitational spectroscopy with ultracold systems, Les Houches, France, 2014; (Talk, Z. Berezhiani)


“IFAE 2014 - Incontri di Fisica delle Alte Energie”, L’Aquila, Italy, 2014; (Talk, R. Biondi)

“NNbar@ESS first workshop”, CERN, Geneve, Switzerland, 12 – 13 June 2014; (Seminar, Z. Berezhiani)


“Multiple Messengers and Challenges in Astroparticle Physics”, October 6-17, GSSI L’Aquila, Italy 2014 (Seminar, L. Pilo)

“New Frontiers in Theoretical Physics”, Cortona, Italy, 2014 (Talk, L. Pilo)

“Cosmology and Astroparticle Physics”, University of Geneva, 2014 (Invited seminar, L. Pilo)

Dipartimento di Fisica Univ. Milano, Italy, 2014 (Invited seminar, L. Pilo)

“The Structure and Signals of Neutron Stars, from Birth to Death” GGI, Florence, 2014 (Talk, Pagliaroli)

“Multiple Messengers and Challenges in Astroparticle Physics”, 2014 (Talk, Pagliaroli)

“SIGRAV XXI Conference”, Alessandria, 2014 (Talk, Pagliaroli)

What Next 2014, “Neutrino Oscillations”, Padova (Talk, Pagliaroli)

IFAE 2014 "Incontri di fisica delle Alte Energie. L’Aquila 9-11 Aprile 2014 (Poster, Parisi)
Int. Workshop, “The Structure and Signals of Neutron Stars, from Birth to Death” GGI, Florence, 2014 (Lecture, Mannarelli)

“QCD@work”, Giovinazzo, Bari, 2014 (Talk, Mannarelli)

“Incontro Nazionale di Fisica Nucleare”, Padova, Italy, 2014 (Invited talk, Mannarelli)

“CSQCD IV”, Prerow, Germany, 2014 (Talk, Mannarelli)

**Activity in INFN and International organizations**

R. Aloisio is a member of the GSSI Scientific Board.


V. Berezinsky is a member of Councel ”Cosmic Ray Research” (Russia), a member of Int. Advisory Board of JEM-EUSO, a member of Int. Scientific Advisory Committee of Gigaton Volume Detector of High Energy Neutrinos.

M. Mannarelli is the scientific secretary of the LNGS. Coordinator of the CFA and co-organizer of the LNGS seminars.

L. Pilo is member of the Doctorate Collegium of the Physics Dept. and of the Doctorate Commission, University of L’Aquila and teaches Weak and Strong Interactions I at the University of L’Aquila.

F.L. Villante is a member of the Scientific Board of the Center for Astroparticle Physics (“Sapere e Crescita”) at LNGS.

F. Vissani is the physics area coordinator and Chair of the GSSI Astroparticle Physics PhD Committee, co-organizer of the LNGS seminars, observer in Comm.II on behalf of Comm.IV, referee for the INFN National Permanent Committees II on non-accelerator physics and IV on theoretical physics, LNGS representative in the Italian Physics Society, INFN representative in the Scientific Advisory Committee of ApPEC/APERA, member of the scientific committee for the ICRANet-INFN agreement, member of the scientific council of the Groupement de Recherche Neutrino (CEA and IN2P3), coordinator of the CFA, lecturer of two PhD neutrino courses, one at the University of Milan and one at the University of Catania.
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Abstract

Year 2014 has represented a very important milestone for the XENON collaboration. While operating, analyzing and publishing data from the running XENON100 experiment, performing novel NR and ER calibrations, and testing new purifications and data acquisition tools, the construction of the XENON1T experiment run at full steam in all the various subsystem. This experiment, sited in Hall B of LNGS, will be two orders of magnitude more sensitive than XENON100. XENON1T installation will be completed during 2015 and we will start collecting data by the end of that year.

1 Introduction

The XENON collaboration operates a series of direct detection experiments at LNGS to search for dark matter particles in our Milky Way. The experiments use dual-phase liquid xenon time-projection chambers (TPCs) which are particularly well-suited to search for one of the most compelling dark matter candidate particle, the Weakly Interacting Massive Particle (WIMP), over a broad range of parameters. Starting with the XENON10 experiment more than a decade ago, the collaboration has successively built larger and more sensitive detectors. The XENON100 experiment was the world’s most sensitive direct detection dark matter experiment for a number of years, until late 2013. The collaboration is currently constructing the next experiment, XENON1T, which itself will be two orders of magnitude more sensitive than XENON100, with a sensitivity goal of $2 \times 10^{-47}$ cm$^2$; we expect to get the first signals from the detector by the end of 2015. Most of the infrastructure and detector design for XENON1T is such that it can be reused for an even larger upgrade in the future, with 7 t of liquid xenon inside, to gain another order of magnitude in sensitivity.
2 XENON100

2.1 Operation status

A new dark matter search run was started in April 2013 and ended in January 2014, with more than 150 days of data collected. These data were complemented with a dedicated $^{241}$AmBe neutron calibration run and regular calibrations using gamma sources.

The data of this run are now in final stages towards unblinding: they will complete more than two years for annual modulations study, and will improve the sensitivity of the experiment to WIMPs when combined with the already published data.

During 2014 the XENON100 run was dedicated mainly to take calibration data with a new source, $^{88}$YBe, which allows to get a deeper insight into the sensitivity for low mass WIMPs. This source provides nuclear recoils similar to those of a few-GeV WIMP, and it is the first time that this kind of measurement is performed in a liquid xenon detector.

XENON100 continues to run healthy and to provide science data: in the coming months it will be used to test a novel system for inline $^{222}$Rn removal by cryogenic distillation, to calibrate the response of the detector to ER with a $^{83m}$Kr source, and for DAQ tests relevant for the XENON1T system.

2.2 Published Data

The XENON collaboration continued to analyze and publish results based on the same 225 day data-set used in Ref. [1].

The ultra-low background of XENON100 has enabled to study interactions different from the WIMP-nucleus ones, even without ER background rejection. A sensitive search for the interactions of solar axion and galactic axion-like particles with electrons has been carried out and published in [2]. A summary of the work is presented in the next subsection.

2.2.1 First Axion Results from the XENON100 Experiment

Axions and Axion-Like Particles (ALPs) can be detected through their different electromagnetic couplings with photons ($g_{A\gamma}$), electrons ($g_{Ae}$) and nuclei ($g_{AN}$). The $g_{Ae}$ coupling can be tested looking for scatterings off the electrons of the Xe atoms through the axio-electric effect. Thus, for this analysis, all the events in the ER band has been considered after the application of all the quality cuts: they are shown in figure 1.

The energy deposited by each interaction is obtained using the observed $S1$ signal. The keV - PE conversion is performed using the NEST model (v0.98) [3]. This takes into account the scintillation efficiency $R(E)$ relative to the 32.1 keV transition of $^{83m}$Kr at zero electric field (as chosen by [4] and [5]) and the quenching factor $Q(E)$ for a non-zero electric field (measured by [5] for values close to the field applied in XENON100). The model agrees with the direct measurements at zero field [4, 5], as well as the measurements with a non-zero field [6, 5]. The uncertainty on $R(E) \times Q(E)$ is taken from NEST and assumed to be Gaussian. This reflects the intrinsic uncertainty of the model (4%) as well as the spread in the measured data points, particularly relevant at low energies. The conversion from the energy deposition, $E$, to the observed signal in photoelectrons (pe), $n^{\text{exp}}$, is thus given by:

$$n^{\text{exp}}(E) = R(E) \times Q(E) \times f \times E \equiv L_Y(E) \times E.$$  

The event rate with a given number of detected photons, $n$, is obtained by applying Poisson
smearing to the predicted energy spectrum $dR/dE$,

$$\frac{dR}{dn} = \int_0^\infty \frac{dR}{dE} \times \text{Poisson}(n|n^{\text{exp}}(E)) \, dE.$$ 

The spectrum of the 393 events, between 3 and 30 PE and after all the selection cuts, are shown in Fig. 2 (left) as a function of $S1$. The solid grey line shows the background model. The expected $S1$ spectrum for solar axions, lighter than 1 keV/$c^2$, is shown as a blue dashed line for $g_{\text{Ae}} = 2 \times 10^{-11}$, i.e. the best limit so far, reported by the EDELWEISS-II collaboration [7]. The data are compatible with the background model, and no excess is observed for the background only hypothesis.

Fig. 2 (right) shows the XENON100 exclusion limit on $g_{\text{Ae}}$ at 90% CL. The sensitivity is shown by the green/yellow band (1$\sigma$/2$\sigma$). As we used the most recent and accurate calculation for solar axion flux from [8], which is valid only for light axions, we restrict the search to $m_A < 1$ keV/$c^2$. For comparison, we also present other recent experimental constraints [7, 9, 10]. Astrophysical bounds [11, 12, 13] and theoretical benchmark models [14, 15, 16, 17] are also shown. For solar axions with masses below 1 keV/$c^2$ XENON100 is able to set the strongest constraint on the coupling to electrons, excluding values of $g_{\text{Ae}}$ larger than $7.7 \times 10^{-12}$ (90% CL).

For a specific axion model the limit on the dimensionless coupling $g_{\text{Ae}}$ can be translated to a limit on the axion mass. Within the DFSZ and KSVZ models [14, 15, 16, 17] XENON100 excludes axion masses above 0.3 eV/$c^2$ and 80 eV/$c^2$, respectively. For comparison, the CAST experiment, testing the coupling to photons, $g_{\text{A\gamma}}$, has excluded axions within the KSVZ model in the mass range between 0.64 - 1.17 eV/$c^2$ [18, 19].

In Fig. 3 (left) we show the XENON100 data after the selection cuts in the larger energy region of interest used for the search for non-relativistic galactic ALPs (1422 surviving events), along with their statistical errors. Also shown is the expected signal for different ALP masses, assuming a coupling of $g_{\text{Ae}} = 4 \times 10^{-12}$ and that ALPs constitute all of the galactic dark matter.
Figure 2: Left: Event distribution of the data (black dots), and background model (grey) of the solar axion search. The expected signal for solar axions with $m_A < 1$ keV/c$^2$ is shown by the dashed blue line, assuming $g_{Ae} = 2 \times 10^{-11}$, the current best limit, from EDELWEISS-II [7]. The vertical dashed red line indicates the low $S_1$ threshold, set at 3 PE. The top axis indicates the expected mean energy for electronic recoils as derived from the $S_1$ signal. Right: The XENON100 limits (90% CL) on solar axions is indicated by the blue line. The expected sensitivity, based on the background hypothesis, is shown by the green/yellow bands (1$\sigma$/2$\sigma$). See text for the legend of the other lines.

The width of the monoenergetic signal is given by the energy resolution of the detector at the relevant $S_1$ signal size [22]. As for the solar axion search, the data is compatible with the background hypothesis, and no excess is observed for the background-only hypothesis for the various ALP masses.

The XENON100 90% CL exclusion limit for galactic ALPs is shown in Fig. 3 (right), together with other experimental constraints [20, 21, 7]. Astrophysical bounds [11, 12, 13] and the KSVZ benchmark model [16, 17] are also presented. The expected sensitivity is shown by the green/yellow bands (1$\sigma$/2$\sigma$). In the 5-10 keV/c$^2$ mass range, XENON100 sets the best upper limit, excluding an axion-electron coupling $g_{Ae} > 1 \times 10^{-12}$ at the 90% CL, assuming that ALPs constitute all of the galactic dark matter.

2.2.2 Other ongoing analysis

Several data analysis are underway in different phases of completion or close to submission, including: full lifetime limit of the experiment in both SI and SD interaction models, annual modulation, low mass WIMP analysis using S2 only data, inelastic NR analysis and exclusion limits for various interaction models (leptophytic, asymmetric and others) based of ER data. We expect several of these analyses to be concluded and submitted in the first months of 2015.

3 XENON1T

XENON1T is the successor to the XENON100 experiment and 2014 was an important year for this phase of the XENON-series of experiments. With a design sensitivity two orders of magnitude better than XENON100, over a broad range of WIMP masses and interaction types, this first LXe TPC experiment at the tonne-scale will have significant discovery potential. In designing the experiment, we have built-in the possibility for a rapid sensitivity scale-up by
Figure 3: **Left**: Event distribution in the galactic ALPs search region between 3 and 100 PE (black dots). The grey line shows the background model used for the profile likelihood function. The red dashed line indicates the S1 threshold. The expected signal in XENON100 for various ALP masses, assuming $g_{Ae} = 4 \times 10^{-12}$, is shown as blue dashed lines. The top axis indicates the expected mean energy for electronic recoils as derived from the observed S1 signal. **Right**: The XENON100 limit (90% CL) on ALP coupling to electrons as a function of the mass, under the assumption that ALPs constitute all the dark matter in our galaxy (blue line). The expected sensitivity is shown by the green/yellow bands ($1\sigma/2\sigma$). See text for the meaning of the other lines.

another order of magnitude, by enabling a $\sim 2 \times$ larger LXe detector to fit into the same cryostat while re-using most of the other systems developed for XENON1T. XENON1T is in full steam of commissioning phase, with expected full operation by the end of 2015. Below we detail the progress and plans of all subsystems, leading to this goal.

**Water Tank and Muon Veto**

The Water Tank (WT) for XENON1T, to be filled with 700 m$^3$ of ultra pure water and instrumented with PMTs for an active Cherenkov Muon Veto, is a stainless steel cylinder, 9.6 m diameter and 9 m high, with a conical roof rising an additional 3.2 m. It was completed at the end of 2013 and, in order to test the mechanical stability of the tank and identify possible water leaks, an hydrostatic test was done at the beginning of 2014 after the required approvals and discharge line were provided by the LNGS technical staff. The tank was slowly filled with water (total filling time was 26 hours) while the shell displacement was measured. After a period of 12 hours during which no leaks were identified, the water was removed. The inspection of the tank showed no damage.

The muon veto installation progressed well during 2014. All the PMTs for the Muon Veto (MV) system have been tested both in air (in Bologna and Mainz) and in water (at LNGS) together with the electronics to be used (HV power supply, digitizers and trigger card). Two different calibration systems have been tested and the reflective foil has been characterized. The PMTs mounting structures have been constructed and tested. In autumn, after construction of a scaffold along the inside wall of the water tank, the installation of reflective foil on the side walls has been completed, together with the installation of PMTs at the top and side of the water tank. Stainless steel cable trays have been fixed in their positions, then the PMT cables and the fibers for optical calibrations have being routed through flanges on the top of the tank.
Figure 4: 3D rendering of XENON1T. The cryostat housing the dual-phase xenon TPC is hanging in the middle of the water tank (left). The service building with all equipment to support running the experiment, has three, fully packed, floors.

to the roof. Looking further, cable routing on the roof is in preparation, and cable trays from the side of the water tank down to the data acquisition room in the support building are already in place.

At the end of 2014 we published the design study of the muon veto system: the performances are very good, we obtain a detection efficiency $> 99.5\%$ for muons crossing the WT and $> 70\%$ for showers of secondary particles from muon interactions in the rock. This allows to keep the background produced by muon-induced neutrons down to a negligible level, less than 0.01 events per year in the 1 ton fiducial volume [24].

**Service building**

The construction of the service building has been completed with floors, doors, glass panels walls and external stairs. The electrical plant (with open network and tel distribution and external fiber connection) has been completed. The internal Slow Control network will be completed in early 2015. The study of the remaining service and safety plants is started. This includes: conditioning of the electronics room; fire system; oxygen detectors; and ventilation and exhaust. The tender procedure is also started, the work should be completed in mid 2015. The water plant is progressing as well, LNGS staff (Ing. Balata and Ing. Gallese) is designing the system (mechanics and controls).

**Cryostat and support**

The production of the support structure was finished at VDL company (http://www.vdlsystems.nl). After an on-site assembly test at VDL the structure was delivered at LNGS. In May 2014 the support structure with the temporary working platform was successfully assembled. In spring 2015 the last components of the cryostat leveling mechanism will be installed on top of the water
The construction of the Cryostat, consisting of a double walled superinsulated vessel and cryogenic/cables pipe, was completed in July at the ALCA Technology Company, near Vicenza. The key requirements for this system are the low heat-load (50 W) and the low background level. The forming of the two cylindrical shells for the inner and outer vessels and that of the end caps has been realized with the goal of minimizing the welds, a known source of Rn emanation. The stainless steel plates used have been selected after a long screening campaign to identify materials with activity in U, Th, Co and K, low enough for the background constrains of the experiment. The design of the pipes needed to connect the cryostat to the cooling and DAQ systems, outside of the water tank, was largely simplified resulting in a single pipe carrying multiple lines and cables. The signal and HV cables were installed prior to delivery to LNGS, and were tested for Rn emanation. The overall installation procedure of the system inside the tank has been worked out. Finally, the design reflects the requirement for a future upgrade of the detector with a Xe mass increased to about 7 tonnes, by replacing the current inner vessel with a new one of larger diameter.

The Cryogenic pipe with temporary end caps was installed first and successfully fastened to the roof of the water tank, positioned with five degrees angle as from design. Subsequently the inner vessel with its dome and also the dome of the outer vessel were connected to the leveling system. The outer vessel was not installed to allow for the leak test of the inner vessel. Presently, the inner volume of the Cryostat is under test and a vacuum of few $10^{-7}$ mbar has been achieved. The metal sealing (Helicoflex) of the inner vessel has been tested and a leak rate less than $10^{-9}$ mbar l/s has been measured.
Cryogenics

The cryogenic system of XENON1T was shipped to LNGS in 2014, arrived safely, and has been installed in the top floor of the building. At the end of 2014 it was very close to be ready for first operation on the experiment; it is coupled with the purification, ReStoX and cryostat. The system was screened for $^{222}$Rn emanation, and will next be attached to the umbilical tube and the cryostat.

Purification system

The purification system was delivered to LNGS on July 2nd 2014, and was installed in the service building in its final location. Its installation at the end of 2014 is at an advanced stage, with all of the sensors, actuators, getters and the HALO water monitor mounted on the system and operational. The system has been leak checked with a He leak detector and is leak tight at the level of $10^{-10}$ mbar l/s. The connections to ReStoX and Cryogenics has been completed. The Construction of two QDrive circulation pumps is completed, which includes a new epoxy coating on the magnets to reduce the Rn emanation.

Distillation system

The commissioning of the cryogenic distillation column phase 2 (3m package, 5m total height) has been successfully completed off site. Some measurements have been taken to allow stable operation with rather dirty input gas. The phase 2 distillation column for XENON1T completely fulfills the requirements of XENON1T and all our measurements confirmed or surpassed the results obtained during the distillation column phase 1. The design through-put of 3 kg/h was confirmed, stable distillation was tested up to about 7 kg/h. By using a RGA behind a LN$_2$ cryotrap the krypton-in-xenon concentration could be measured online down to 200 ppt. For high krypton dopings the design separation factor of $10^5$ was confirmed by measurements. For low krypton dopings of the input gas the krypton-in-xenon concentration of the output gas was below the detection limit. Pipettes with distilled xenon were sent to MPIK Heidelberg and to Columbia University, which possess ultra-sensitive krypton-in-xenon measurement devices. The confirmation of krypton-in-xenon concentrations at the ppq level like for the phase 1 distillation column is expected. A 60 MBq $^{83m}$Rb generator has been used to inject the fast decaying isomer $^{83m}$Kr into the input gas and to study the dynamics of the distillation process by several $^{83m}$Kr-decay detectors in detail. A paper on this novel $^{83m}$Kr tracer method has been published in JINST [23]. Dirty xenon gas from an air leak at XENON100 has been successfully distilled. The column has been downgraded to phase 1 (1.2 m package, 3 m total height) for better transportation and for another distillation test at XENON100: Radon is expected to be the most important source of background for XENON1T. We want to test experimentally whether a continuous distillation of the xenon gas from XENON1T will reduce the radon-in-xenon concentration when run in opposite direction (at the temperature of liquid xenon, krypton has a 10 times higher vapor pressure w.r.t. xenon but radon has a 10 times lower vapor pressure w.r.t. xenon). For this test the XENON100 detector will be used as radon source and radon detector.

ReStoX

The Xe recovery and storage (ReStoX) system has been successfully built by the Italian company Costruzioni Generali, and installed in the ground floor of the service building on Aug. 13th. Then the commissioning phase started.
The ReStoX system, based on a 2.1 m diameter spherical double walled stainless steel pressure vessel, is able to store 7.6 tonnes both in supercritical, liquid or even solid state. Such a capacity will enable ReStoX to serve also for the upgraded XENON1T detector. The cooling system is based on two nitrogen-based systems: a 3 kW condenser, made of copper mounted inside the sphere, enables ReStoX to keep the xenon in liquid state for filling into the TPC; a system of cooling lines surrounding the inner sphere is powerful enough to enable ReStoX to efficiently and rapidly recover the LXe from the detector, in case of emergency. All cryogenic valves connecting ReStoX to the cryogenic system have been carefully selected for ultra-low internal and external leak rates. All ReStoX components that will be in contact with xenon have been electro-polished.

The construction at the company has been followed closely also by a cryogenic expert, hired by the Collaboration to follow the commissioning of ReStoX. The system has been connected with the external nitrogen dewars and with other XENON1T subsystems, namely the cryogenic and purification. We reached already a ultra-low vacuum in the insulation jacket (required for the insulation) and in the internal sphere (prerequisite to fill it with xenon). The first cooling of the sphere is foreseen in early 2015, after that we will start filling ReStoX from xenon bottles.

The Collaboration is also progressing on the collection of all xenon bottles from different sites to LNGS. Prior to transferring the Xe gas into ReStoX, each bottle will be sampled for a quick analysis of impurities content. The gas bottles manifold and the gas analytics tools needed for this phase is ready.

TPC

The TPC working group is approaching the important step of the critical TPC design review by engineers and the collaboration. Only minor design details, such as the treatment of the PTFE reflector walls, the final thickness of the cathode electrode and levelmeters, are still to be finalized and awaiting the results from ongoing tests and analyses. The main emphasis is now on material identification (together with the screening WG) and procurement. All required stainless steel raw material is already at hand. The OFHC copper and PTFE for the PMT arrays have been identified and we are actively searching for the raw material for the PTFE reflectors and field shaping rings. The latter are connected by two chains of resistors, which have already been selected among many options, in order to fulfill the requirements in terms of lowest radioactive contamination. Tests on the soldering procedure are ongoing to ensure that the electrical contacts will withstand the mechanical stress due to the cold temperature. As all parts of the TPC have to fit together, the machining of any piece will only start after the entire design has been frozen after the review. Due to the distributed production at all participating institutions or at external companies we expect a production within schedule. At the end of 2014 we were finalizing the details of the assembly procedures for all sub-systems (TPC field cage, top and bottom PMT arrays, TPC electrode stack) and of the full TPC in the above ground cleanroom. The entire TPC will be transported into the LNGS tunnel by truck and will be installed in one piece inside the watertank in hall B, using the same lifting devices which have been successfully used to lift and close the cryostat. The connection of the PMTs to the signal and high voltage cables, which have already been installed inside the pipe connecting to the XENON building, is performed efficiently via of custom-made low-background connectors.

PMTs

A total of 255 R11410-21 PMTs have been ordered for XENON1T. Out of these, 166 R11410-21 PMTs have been already delivered by the Hamamatsu company. The rest will be delivered by
the end of February 2015. We continuously screen the tubes using low-background germanium spectrometers at LNGS to assess their radioactive contamination. After the screening at LNGS, the tubes undergo measurements at room temperature and at -100°C. By the end of 2014 113 tubes have been tested. Each tube is cooled down at least three times to test robustness to thermal contractions/expansions. The cooling and warming-up rates are slow, in order to fulfill the Hamamatsu upper limit of 2 K/min. As previously reported, the tubes show a very good separation of the single photo-electron (SPE) from the noise, a low after-pulse rate and a low dark count rate at -100°C, of several tens of Hz. A subset of 12 tubes are operated directly in a dedicated LXe detector, in 2-3 cool down cycles. The performance of these tubes is comparable with the previous results. The voltage divider (base) for the tube has been screened with the final components and the radioactivity results fulfill the requirements for XENON1T. A few final base prototypes have been successfully tested for their electrical performance at room temperature and at -100°C in two setups. The final measurement of the radon emanation from the base is ongoing. Afterwards the Cirlex substrates for all the bases will be ordered, and the bases will be manufactured and tested. We are currently preparing the installation of the tubes into their support structures. Once installed, the tubes will be tested one more time to confirm proper connection and performance with the final bases and cables. This operation is planned for March/April of next year.

**DAQ**

The data acquisition (DAQ) system for XENON1T is in progress. The main readout chain is operational and basically ready for installation at LNGS. It is based on a novel trigger-less, continuous operation of sampling digitizers followed by a fully digital event builder in order to select valid events which are eventually stored to disk. The front-end electronics (DaqReader and veto system) are fully developed and are waiting for first XENON1T data for further optimization of operation parameters. The data acquisition software, as well as the event builder are almost finalized, the latter is currently being optimized for speed on realistic computer infrastructure. We have made the first important development steps towards the data processor for XENON1T (which also needs to be tuned on real data) and have defined the layout of the underground counting room. The DAQ computing and networking hardware will be ready for installation in early 2015. We will perform a full end-to-end test of the new DAQ system on the XENON100 detector initially. The XENON100 ADCs will be reused in the XENON1T detector and their firmware has to be upgraded for the new DAQ. Using the XENON100 detector will allow us to test the full readout chain, with realistic signals and noise levels.

**Slow Control**

The XENON1T Slow Control system is based on a networked architecture of controller units with a central Supervisory Control and Data Acquisition system (SCADA). The controllers, their IO modules and the SCADA software are purchased from General Electric. During 2014 the Slow Control group purchased the infrastructure (PLC modules, SCADA servers, Cimplicity software) and began the installation and commissioning of the core sub-systems (cryogenics infrastructure, xenon recovery or ReStoX, Xenon purification hub and the water loop circuit of the muon veto water shield). In the software development, progress was made in the parsers interface code of the PLCs along with the new development of ”guarded operation” code modules to assure that no operation can jeopardize pre-identified experiment states or compromise safety rules. Also a central database for all the instrumentation and logical entities included in the XENON1T Slow Control was built and is being populated as the systems are installed. This database is
used to define the hundreds of variables and alarms, and their properties, consistently in the various hardware and software modules. All the central computers for the redundant SCADA systems, the Historian database, the web server for remote interaction, data display and analysis, the operator console and the development station have been delivered and are being deployed. The operation modes for the Slow Control of the overall experiment were identified in several joint meetings with the leaders of the core systems. Eighteen distinct operation modes were identified and for each mode the state of all valves and main parameters were defined. A detailed study of the transitions between operation states was initiated and is ongoing, with the aim of protecting from human error as much as possible. With respect to the installation process a realistic calendar was established with three levels of increasing functionality for each sub-system defined for the commissioning process.

Computing

The design of XENON1T computing system during 2014 was in a continuous development phase. The network system for Slow Control and Data/DAQ has been recently fixed and we started purchasing the required hardware.

The maximum data flow required for the DAQ system will happen during calibration, with a rate of about 300 MB/s. A local facility able to withstand for few days the burden of data processing alone is planned to ensure the normal operations even in case of temporary absence of connectivity. For the operations of XENON100 the Collaboration already purchased a series of disks for a total of about 170 TB and 64 cores, most of them mounted and maintained by the LNGS IT department (some CPUs are integrated in the LNGS U-LITE system). The extension of this facility is a natural candidate for our local facility, together with machines that will be handled by the Collaboration directly. The purchasing of the hardware will be done the latest in order to profit of the best ones present in the market.

We are also investing on the development of off-site facilities connected with high bandwidth, for year-long runs, profiting on the GRID technology. The GRID is a powerful and reliable resource for two key points. The first one is the run of Monte Carlo simulations, required for the background estimation of rare events and for the determination of the detector performances. The second one is the processing and the re-processing of large amounts of raw data. The GRID sites joining the XENON Virtual Organization (VO) created two years ago are increasing in number, with 4 sites today. For that reason we are closely following the future upgrades of the LNGS-GARR connection.

Calibration

During 2014 we worked closely with the LNGS dedicated office to obtain the necessary licenses and permissions for all required calibration sources. For the electronic recoil calibration using Rn-220, we have procured multiple Th-228 sources from PTB, Germany, and are subjecting these to a variety of tests to establish their suitability in terms of both licensing and physical suitability, so far with very promising results. The single-photoelectron calibration system, based on LEDs and optical fibers like in XENON100, has been finalized. Integration of the external source positioning system with the XENON1T slow control is well on its way for deployment in early 2015.
Screening

During 2014 the following samples were measured with the Gator HPGe spectrometer at LNGS: 41 3-inch R11410-21 PMTs, 44 kg of PTFE of the field cage of the TPC, a sample from a stainless steel pipe to be used in the cryostat, as well as MMCX connectors and D-Sub pins that are employed in the PMT signal and HV connectors, respectively. Small samples from the same PTFE will also be measured via ICP-MS at LNGS. Gator will be busy screening PMTs, in batches of 15, until March 2015. To cross-check the PMT results from Gator, 4 PMTs were measured for a longer period with a highly sensitive GeMPI Ge spectrometer at LNGS. No relevant discrepancies were detected. Hamamatsu also needed additional material for the PMT production. The GeMPIs measured these materials before they went to the production line.

Radon screening: In the second half of 2014 we studied the $^{222}$Rn emanation of the following samples: stainless steel batches from different suppliers have been measured for their emanation rate before and after adding several meters of weld seam. Afterwards sub-samples thereof have been individually treated by etching, electropolishing as well as the combination of etching and electropolishing and finally remeasured for their $^{222}$Rn emanation. Further two stainless steel heat exchangers for XENON1T, that have been measured untreated before, have now been thoroughly etched and remeasured. The excellent result achieved confirms the gained knowledge on $^{226}$Ra removal from stainless steel surfaces. 29 3-inch PMTs have been investigated for their $^{222}$Rn emanation. A previous measurement of a sample consisting of only 6 R11410 PMTs resulted in an upper limit on the emanation rate of a single PMT. That limit successfully was lowered by this 5 times larger sample. We studied the $^{222}$Rn emanation of the cryogenic infrastructure of XENON1T. The emanation of the inner vessel, the cryogenic system as well as the cryogenic pipes that connect inner vessel and cryogenic system have been assayed both individually and after assembly in Hall B. In order to avoid $^{222}$Rn emanation of the QDrive recirculation pumps as much as possible, we studied radon emanation of all the individual parts as well as suited alternatives thereof. Based on these studies a modified version of the QDrive was designed that is under investigation right now.

Monte Carlo and Sensitivity

The electromagnetic (ER) and neutron backgrounds (NR) from all detector components have been evaluated using a GEANT4 simulation and the measured radioactive contaminations. Assuming realistic concentrations after gas purification, the intrinsic background from $^{85}$Kr and $^{222}$Rn has been calculated, as well as the background produced by solar neutrino scattering off electrons and the double-beta decay of $^{136}$Xe. Simulations of the light collection efficiency have been performed in order to convert the energy deposited in the detector into the S1 observable. The work towards the full simulation of the waveforms from prompt and proportional scintillation signals in the TPC is ongoing. S2 signal simulations were used to train and test position reconstruction algorithms.

Considering 1 t fiducial volume and 1 year of data acquisition, an S1 range of 3-70 PE (4-50 keV$_{\text{nr}}$) and assuming an ER discrimination level of 99.75% at 40% NR acceptance (XENON100 performance), we expect 0.3 background events from ERs and 0.2 events from radiogenic neutrons. We also investigated the impact of the coherent scattering of neutrinos (mostly solar $^8$B) producing NR events: with the same assumptions we expect 0.5 events very close to threshold. With this background, we calculated the XENON1T sensitivity using a Profile Likelihood method, leading to a spin-independent WIMP-nucleon cross section of below $2 \times 10^{-47}$ cm$^2$ for $m_\chi = 50$ GeV/c$^2$, after 2 t × year of exposure, at the 90% CL.
4 Conclusions

The construction of XENON1T, which started in 2013, had a strong boost during 2014 in all the subsystems, in order to be on schedule to deliver first data by the end of 2015. The LNGS laboratory support has been invaluable and exemplary during this time, from providing the engineering support and integration of various sub-systems, from water tank, support building and muon veto to support structure and cryostat up to the installation of the cryogenic-purification-RestoX system, to maintain the safety of construction and operations.

While the construction of XENON1T was ongoing, the XENON collaboration has also operated and analyzed data from XENON100, reported in several publications. We expect to still release a number of important publications based on data from this experiment in the coming years.

5 List of Publications

The XENON Collaboration published the following papers during 2014:


- “First Axion Results from the XENON100 Experiment”, E. Aprile et al. [XENON Collaboration], Phys.Rev. D90 (2014) 6, 062009.

- “Conceptual design and simulation of a water Cherenkov muon veto for the XENON1T experiment”, E. Aprile et al. [XENON Collaboration], JINST 9 (2014) 11006.
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Abstract

The influence of the environmental radiation on the metabolism and the response to genotoxic stress capability has been investigated in A11 cells grown underground at the Laboratori Nazionali del Gran Sasso (LNGS-INFN), where the radiation background is negligible, and in a reference laboratory located at the Istituto Superiore di Sanità (ISS), Rome. Expression analysis of proteins relevant in the control of apoptosis, proliferation and antioxidant activity has shown that cells grown in reduced radiation environment are less capable to cope with the endogenous stress than those grown in reference conditions, suggesting that the environmental radiation might work as trigger of cellular defense mechanisms Moreover, a characterization of the radiation field in the different experimental sites is in progress.

1 Introduction

Life has evolved on Earth for 3 billion years in the presence of environmental ionizing radiation, and this constant very small daily stimulus has been incorporated in the biology of living organisms during evolution. Very little is known about this influence on living matter. In principle, important information can be acquired by analyzing possible differences between parallel biological systems, one kept in a reference radiation environment (RRE) and one in a low radiation environment (LRE).

The underground Gran Sasso National Laboratory (LNGS) of the Italian Institute of Nuclear Physics (INFN), thanks to its very low-radiation environmental conditions, was constructed to boost underground physics, and, more generally, to study quite rare events such as proton decay or solar neutrino detection. In this underground laboratory, shielded by at least 1400 m of rock overburden, cosmic radiation is almost absent [1] and, given the scarce Uranium and Thorium content in the dolomite rocks of the mountain, the neutron flux is reduced by a factor of $10^3$ with respect to external values [2,3]. In addition, being the mountain of sedimentary origin, the natural occurrence of $\gamma$ and $\mu$ radiation is minimal, and further reduced by the low-activity concrete lining of the laboratory walls. Radon concentration is kept at a very low level by an efficient ventilation system that pumps low-radon-concentration air from the outside into the laboratory.

Thanks to these features, underground LNGS represents a unique opportunity to explore an environment
where the presence of radiation is strongly reduced.

Our previous works [4-8] on the influence of different environmental radiation on biological systems of different origin (yeast, mouse and human) have indicated that cell cultures maintained under low radiation environment (LRE) developed a different biochemical behavior, compared to the cultures in reference radiation environment (RRE). In particular, cells cultured in the LNGS underground laboratory are less preserved from DNA damage, induced by chemical and physical agents, and show a reduced Reactive Oxygen Species (ROS) scavenging power than cells cultured in the external laboratory set up at the Istituto Superiore di Sanità (ISS), Rome.

The Cosmic Silence Project aims to study the biochemical behavior of living organisms in a reduced radiation environment by means of very sensitive biological in vitro and in vivo models, kindly donated by Prof. Pamela Sykes, Flinders University, Adelaide, Australia: A11 hybridoma cells derived from transgenic pKZ1 mouse model and pKZ1 mice.

The reported data are obtained with the hybridoma cell line A11, obtained from pKZ1 mouse splenocytes harboring the pKZ1 inversion cassette [9] and myeloma cells. A11 cells were cultured for 4 weeks in both LRE (underground at LNGS) and RRE (at the Istituto Superiore di Sanità, ISS, in Rome). Expression analysis of proteins relevant in the control of apoptosis and proliferation (poly (ADP-ribose) polymerase-1, Parp-1), as well as of proteins related to antioxidant activity (i.e., superoxide dismutase, SOD; catalase, CAT; glutathione peroxidase 1 and 4, GPX1 and GPX4), have been investigated in the different radiation environments. Moreover, at the end of the 4th week, the cells cultured underground were grown for 2 further weeks, in parallel with the external cultures, at the ISS reference laboratory. The overall results have shown that cells grown in reduced radiation environment are less capable to cope with the endogenous stress than those grown in reference conditions, suggesting that the environmental radiation might work as trigger of cellular defense mechanisms.

In the framework of the Cosmic Silence Project, an animal housing facility, satellite of the facility already existing at LAquila University, has also been designed for in vivo studies. The first step will be to use Drosophila melanogaster and eventually, once the license from the competent Authorities will be obtained, the pKZ1 mouse model.

For an accurate interpretation of the biological in vitro and in vivo results, the characterization of the different components of the radiation environment is in progress in the different experimental sites.

2 Characterization of the radiation field in the different experimental sites

The Cosmic Silence project requires a characterization of the radiation field in the environments where the in vitro and the in vivo experiments will be carried out. To this purpose measurements have been planned in the different sites of interest, namely in the underground laboratories of Gran Sasso (INFN) and in the ground laboratories at LAquila University and at ISS.

Concerning the dose measurements, first of all, a preliminary check of the dosimetric characteristics of the thermoluminescence dosimeters (TLD 700H) selected for the study was carried out. In particular, the following characteristics were investigated: batch variability, radiation sensitivity, fading behavior and re-use effect. Successively, sets of 5 TLDs were used to monitor the different sites previously identified. Specifically, at LNGS underground laboratories three cell incubators with different characteristics, were monitored for 73 and 98 days: one located inside a 5 cm thick iron shield, one without shielding and a third one, containing tablets of radioactive KCl to enhance the gamma rays contribution to radiation background. A set of dosimeters of the same type was also placed on the top of one of the three incubators to monitor the laboratory.

At the ISS, one incubator was monitored for 28 and 55 days. In the ground laboratories at LAquila University, sets of 5 TLDs were kept inside and outside of a cage for mice, for 38 and 98 days. The calibration of the dosimeters and the analysis of the data are in progress.

Further measurements were planned for analyzing the gamma radiation energy spectrum, and the activity concentration of gamma radiation emitting radionuclides by gamma spectroscopy with an HpGe. Moreover, neutron dose will be assessed by BF3 high sensitive detector and a tentative neutron spectrometry will be carried out by an extended range multi-spheres system. Radon activity concentration in air will
Figure 1: Gene expression of Catalase (CAT), Superoxide dismutase (SOD), Glutathione peroxidase (GPX1 and GPX4) evaluated by qPCR and normalized with respect to A11 cells at time 0.

be measured and monitored using an Alfaguard instrument.

3 Experimental results on in vitro cell cultures

The hybridoma cell line (A11) was kindly donated by Prof. Pamela Sykes, Flinders University, Adelaide, Australia. Four A11 cell cultures (A, B, C, D) were grown in parallel for up to 4 weeks at the ISS (RRE) and at the LNGS underground cell culture laboratory (LRE), in the presence or in the absence of 5 cm Fe shield. Afterwards, A11 cells grown at LRE were brought to RRE laboratory and cultured for additional 2 weeks, together with the 4 weeks-old RRE culture.

To evaluate gene expression of enzymes such as catalase (CAT), superoxide dismutase (SOD), and glutathione peroxidase (GPX), all of them involved in quenching the damage produced by Reactive Oxygen Species (ROS), mRNA was extracted weekly from the A11 parallel cultures. CAT catalyzes the decomposition of hydrogen peroxide to water and oxygen and SOD catalyze the dismutation of superoxide into oxygen and hydrogen peroxide. GPX (with his 4 isoforms) has several functions. In particular, GPX1 is a scavenger of intracellular hydrogen peroxide and GPX4 is a phospholipid hydroperoxidase that protects cells against membrane lipid peroxidation. Analysis of gene expression of antioxidant enzymes was performed with real time quantitative PCR analysis (RT-qPCR), and relative quantification was carried out with the $\Delta\Delta$CT method [10].

Gene expression analysis of ROS-scavenger genes (Fig. 1) showed that the two $Gpx$ mRNA isoforms ($Gpx1$ and $Gpx4$) as well as $CAT$ are less expressed in A11 cells grown at LRE with respect to cells maintained at RRE as soon as after 1 week of culture, confirming the trend toward repression of GPX isoforms and CAT gene in LRE condition. This under expression is maintained for up to 4 weeks of culture. The expression of these genes is re-induced in cells brought back to RRE after 4 weeks at LRE (5th and 6th week).

Together with gene expression analysis of ROS-scavenger genes, protein expression of poly (ADP-ribose) polymerase-1 (PARP-1), a key protein in DNA repair as well as physiological and pathological functions, from cell survival control to several forms of cell death, was further evaluated. The obtained results confirmed the previous finding: i) A11 cells grown at LRE showed less protein modulation respect
Figure 2: Hybridoma cell line 9198 A11 were grown in RRE or in LRE. Cells were subjected to passage twice a week. After 3 days of culture, both RRE (●) and LRE (■) cells show a low level of Poly [ADP-ribose] polymerase-1 cleaved protein (Parp-1). After 4 days of culture, cells at LRE (x) show a lower level of PARP-1 cleavage than cells cultured at RRE (+). These results complement the previous finding obtained at longer culture time, opening a new scenario on the interaction between radiation environment and individual genotype, either on the incidence to cells grown at RRE during the 4 weeks of culture; ii) when A11 cells grown at LRE were brought to RRE laboratory and cultured for additional 2 weeks, together with the 4 weeks-old RRE culture, the protein modulation increases and showed an inversion between the two cultures. Moreover, we found that in A11 cells, PARP-1 begins to be cleaved after 3 days of exponential growth, probably as a result of stress, due to high cell concentration and/or serum starvation. After 3 days, both RRE and LRE cultures have low level of PARP-1 cleavage. However, after 4 days of exponential growth, cells cultured at LRE show a significantly lower level of PARP-1 cleavage than cells cultured at RRE; moreover, this trend reverses when LRE cultured cells are brought back to RRE (Fig. 2).
of DNA damage related diseases or on life span. Actually, literature data show a correlation among lifespan and PARP-1 modulated DNA repair [11-14]. Besides PARP-1, gene expression analysis of heat shock protein (HSP70) and tumor-suppressor gene TP53, both involved in cellular stress response, have been also performed. While HSP70 did not show any difference in modulation by comparing A11 cells grown at RRE or at LRE, preliminary results have shown a modulation for p53. It is well known that p53 is involved in the cellular response to DNA damage and plays a critical role in regulating apoptosis and G1/S cell cycle arrest. On the other hand, p53 can be involved in the transcriptional induction/repression of genes involved in keeping a correct cellular metabolism.

All the above LRE results refer to cell cultures grown in an incubator with a Fe shield (able to reduce the gamma component of the radiation spectrum by a factor of about 10). Preliminary experiments on gene expression conducted on cells grown at LRE without this Fe shield did not show difference between the two experimental conditions (with and without shielding). This finding indicates that a gamma component increase of the environmental radiation does not significantly influence the biological response.

The overall in vitro data until now obtained corroborate the hypothesis that environmental radiation contributes to the development and maintenance of defence mechanisms in organisms living today. The Cosmic Silence Project will continue the in vitro investigation on the A11 cell line with the aim to identify the biological mechanisms that are triggered by different environmental radiation. To this purpose, besides the tests on modulation of the protein involved on DNA repair and on expression of genes involved in ROS detoxification, experiments will be performed to gain information on changes in the methylation profiles. The purpose of these experiments is to achieve the most complete information on the way cells perceive the environmental radiation and, consequently, adapt to the environment.

Although the in vitro experiments are a fundamental tool to understand the biological effects of low-very low doses of ionizing radiation, for a more comprehensive knowledge in vivo studies are essential. It is well know that not all the damage has a local origin and that part of the biological response is due to non-cell-autonomous physiological mechanism that point to studies at organism level.
Conceivably, the evolution of the in vitro investigations is to verify whether effects caused by extremely low-doses of environmental ionizing radiation, including cosmic radiation, exist in vivo. To this purpose, a facility for housing living organisms of different complexity in the phylogenetic tree, satellite of that installed at the LAquila University, will be set up underground at LNGS. The transgenic pKZ1 mouse model, with its exceptional sensitivity in detecting intra-chromosomal inversion induced by ultra-low doses of ionizing radiation, is the gold standard for these experiments. However, authorization procedures requiring long time to be completed are needed for mice. For this reason, in the meanwhile, experiments are proposed using Drosophila melanogaster as a model organism to be maintained in different radiation environments (low and reference). Drosophila melanogaster is indeed a well-established model for genetic analyses on development, aging as well as DNA damage response. This organism shows several advantages in laboratory practice, due to its relatively short reproduction time (ten-day generation time), high fertility with many progeny. Finally, a large number of developmental processes are conserved between fruit fly and vertebrates, thus making Drosophila a great candidate as complementary organism for the Cosmic Silence experiment.
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Abstract

Historic source terms of $^{133}$Xe emissions from the isotope production facility at ANSTO, Sydney, Australia, have been made available in a daily resolution. Based on these high resolution data, different source term sets with weekly, monthly and yearly time resolution have been compiled. These different sets are then applied together with atmospheric transport modelling (ATM) to predict the concentration time series at two radioxenon monitoring stations. The results are compared with each other in order to examine the improvement of the prediction capability depending on the used time resolution of the most dominant source term in the region.

1 Introduction

Over 400 reactors at Nuclear Power Plants (NPPs) are currently in operation worldwide [1], while only five Isotope Production Facilities (IPFs) are considered to be continuously emitting relevant activity levels. Nevertheless, the emission strengths of typical nuclear power reactors are below the emission strengths of these IPFs; a typical IPF usually emits radioxenon in the order of magnitude or above the total of all operational NPPs together [2]. Therefore, the long-term global radioxenon background is a result of many weak and a few strong sources. However, batch emissions can make also an NPP acting like a strong source on a shorter time scale. Operators of IPFs generally do not publish their day-to-day emission reports. It is assumed that knowledge about the time-dependent source terms of these few, but strong, sources would improve the prediction capability of radioxenon concentrations based on atmospheric transport modelling (ATM) with forecast or analysed meteorological data.

For this work daily $^{133}$Xe emission data from ANSTO, an IPF near Sydney, Australia, has
been used to compile data sets with various time resolutions. Previous detections of radioxenon near Melbourne have been attributed to ANSTO [3](Tinker et al., 2010). It is the aim to show how different time resolutions of emission reports from regionally dominant radioxenon sources would impact the prediction capability of ATM-based methods. This quantification could also be used to demonstrate to IPF operators the usefulness of releasing emission data of a certain time resolution.

2 Results and discussion

The presented research is based on historic daily emission data of $^{133}$Xe from ANSTO, an Australian IPF near Sydney. Releases from the ANSTO IPF are measured continuously using a NaI gamma spectrometer monitoring a flow-through sampling cell. A bypass feed from the IPF active ventilation extract duct is passed through the sampling cell. The emissions are ducted to the main discharge stack where they are diluted by other flows and released to the atmosphere. The source term varies over about four orders of magnitude and often has day-to-day variations of one order of magnitude. In any case the resulting doses are significantly below the 1 mSv annual limit for public exposure [3]. The provided data have been used to compile further emission data sets with various time resolutions: weekly, monthly and yearly emissions have been determined based on the original report. Besides these emissions also other known radioxenon sources have been included in the simulations. Due to the meteorological patterns sources in the southern hemisphere have a higher chance of contributing to the radioxenon concentrations in Australia and New Zealand. Another IPF is located in Pelindaba, South Africa, and only a few other NPPs exist in South Africa and South America. The available emission data of these background sources are annual estimations, where constant discharge rates have to be assumed for the simulations. Another prospective IPF with irregular and low, but basically unknown emissions at the time is located in Indonesia [4]. However, the emissions from this IPF could not have been included in the simulations.

In the frame of this research data from one Australian and one New Zealand station were used. The source-receptor sensitivity (SRS) fields were calculated according to the collection times of these two IMS stations. The Australian CTBTO-IMS (Comprehensive Nuclear-Test-Ban Treaty Organization-International Monitoring System) station AUX04 near Melbourne is located about 700 km in a southwest direction from the ANSTO facility near Sydney. The New Zealand CTBTO-IMS station NZX46 on Chatham Islands is about 3000 km in an east southeast direction from the ANSTO facility. It has been shown that the ATM-based predictions for AUX04 and NZX46 concentrations of $^{133}$Xe are generally well-predicted with a tendency to under-prediction. For both stations the prediction quality of the overall time series improve with increased time resolution of the regionally dominant source term. In any case the daily resolved source term data yields the best results and clearly improves the correlation between experimental and simulated data. The particular structure in the AUX04 can be explained by the share of ANSTO-related $^{133}$Xe in each sample. The statistical analysis suggests that the prediction quality is not only dependent on the source term time resolution, but also on the share of ANSTO related $^{133}$Xe in the detected concentration.

3 Conclusion

The ANSTO source term has been provided for this research directly from the plant operator and is taken to be accurate, though regulated operators tend to overestimate their emissions
to be on the safe side of the governmental issued release limits. Since only the $^{133}$Xe emissions were reported, the influence of parent decay products can only be estimated. For this $^{133m}$Xe and $^{133}$I are believed to be the most important precursors [5](Saey et al., 2010); the emissions of these from the ANSTO facility are below significance. A possible emitting, but unaccounted source of radioxenon (and radioiodine) in this region could be found e.g. in Indonesia, a country with access to nuclear technology and intentions to produce medical isotopes [4]. The emissions are not exactly known, but it can be assumed that they are on average lower than the ANSTO emissions by a factor of around five [6]. The fact that the samples with the highest shares of ANSTO related $^{133}$Xe are simulated with a high correlation and a fractional bias close to zero suggests that the ANSTO source term can indeed be taken as accurate.

Further studies could include even higher time resolution of up to three hours, which would equal the time resolution of the used meteorological fields in this study. It is believed that also for other regions with a high background from legitimate sources, such as Europe and North America, the availability of emission data of dominant sources, such as IPFs, can contribute to the operational understanding of the daily samples. In these regions the background may be a few orders of magnitudes higher than in Australia, but also their respective dominant source of radioxenon usually emits more than the ANSTO facility due to higher production rates of isotopes.
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Abstract

The Pauli exclusion principle (PEP) and, more generally, the spin-statistics connection, stays at the very basis of our understanding of matter and the Universe. The PEP spurs, presently, a lively debate on its possible limits, deeply rooted in the very foundations of Quantum Mechanics and Quantum Field Theory. There are theories, starting from the quon-theory, which might allow for a tiny violation of PEP. Therefore, it is extremely important to experimentally test the limits of its validity. The VIP collaboration is testing the validity of PEP for electrons. VIP is considering, as well, the possibility to extend its scientific program towards the study of spontaneously emitted x-ray radiation, a phenomena experimentaly predicted in the framework of collapse models.

1 Introduction

The Pauli Exclusion Principle (PEP), which plays a fundamental role in our understanding of many physical and chemical phenomena, from the periodic table of elements, to the electric conductivity in metals and to the degeneracy pressure which makes white dwarfs and neutron
stars stable, is a direct consequence of the spin-statistics connection [1]. Although the principle has been spectacularly confirmed by the huge number and accuracy of its predictions, its foundation lies deep in the structure of quantum field theory and has defied all attempts to produce a simple proof [2]. Given its basic standing in quantum theory, it is not only appropriate, but as well necessary, to carry out precise tests of the PEP validity and, indeed, mainly in the last 20 years, several experiments have been performed to search for possible small violations [3, 4, 5, 6, 7, 8, 9, 10, 11, 12]. Many (if not all) of these experiments are using methods which are not obeying to the so-called Messiah-Greenberg superselection rule [13]. The indistinguishability and the symmetrization (or antisymmetrization) of the wave-function should be checked independently for each particle, and accurate tests were and are being done.

The VIP (VIolation of the Pauli Exclusion Principle) experiment has the goal to dramatically improve the limit on the probability of the violation of the PEP for electrons, \( P < 1.7 \times 10^{-26} \) established by E. Ramberg e G. A. Snow: Experimental limit on a small violation of the Pauli principle, Phys. Lett. B 238 (1990) 438), exploring a region where new theories might allow for PEP violation.

The experimental method, originally described in [14], consists in the introduction of electrons into a copper strip, by circulating a current, and in the search for X rays resulting from the forbidden radiative transition that would occur if some of the “new” electrons are captured by copper atoms and cascade down to the 1s state already filled by two electrons with opposite spins. The energy of the \( 2p \rightarrow 1s \) transition would differ from the normal \( K_{\alpha} \) transition by about 300 eV (7.729 keV instead of 8.040 keV) [15] providing an unambiguous signal of the PEP violation. The measurement alternates periods without current in the copper strip, in order to evaluate the X-ray background in conditions where no PEP violating transitions are expected to occur, with periods in which current flows in the conductor, thus providing “new” electrons, which might violate PEP.

The experiment is being performed at the LNGS underground Laboratories, where the X-ray background, generated by cosmic rays, is reduced.

Presently, the group is considering the extension of its scientific program to the study of the collapse models, by the measurements of the spontaneously emitted radiation (X rays), predicted by these models. Very encouraging preliminary results were already obtained.

2 The VIP experimental setup

The first VIP setup was realized in 2005, using Charge Coupled Devices (CCD) as X-ray detectors [16, 17, 18, 19, 20], and consisted as main elements of a copper cylinder, were current was circulated, 4.5 cm in radius, 50 µm thick, 8.8 cm high, surrounded by 16 equally spaced CCDs of type 55.

The CCDs were placed at a distance of 2.3 cm from the copper cylinder, grouped in units of two chips vertically positioned. The setup was enclosed in a vacuum chamber, and the CCDs were cooled to about 165 K by the use of a cryogenic system. A schematic drawing of this setup is shown in Fig. 1. The setup was surrounded by layers of copper and lead (as seen in the picture) to shield it against the residual background present inside the LNGS laboratory, see Fig. 2.

The DAQ alternated periods in which a 40 A current was circulated inside the copper target with periods without current, referred as background.

This apparatus was installed at the LNGS Laboratory in Spring 2006 and was taking data in this configuration until Summer 2010.
Presently, we are building a new setup, VIP2, which will allow to gain another two orders of magnitude in the limit of the PEP violation probability.

3 The VIP results

3.1 VIP results on the probability of PEP violation

Until summer 2010 the VIP experiment was in data taking, alternating periods of “signal” (I=40 A) with periods without signal (I=0 A) at LNGS. Data analyses were performed (energy calibration, sum of spectra, subtraction of background) and the probability of violation of PEP for electrons obtained in 2014 after a refined re-analysis of the data, involving charge transport correction for CCDs, is:

\[
\frac{\beta^2}{2} < 3 \times 10^{-29}
\]  

(1)

3.2 Discussion of the results

We are attempting an interpretation of our results in the framework of quon-theory, which turned out to be a consistent theory of small violations of PEP. The basic idea of quon theory [21] is that (anti)commutators, are replaced by weighted sums

\[
\frac{1-q}{2} [a_i, a_j^+]_+ + \frac{1+q}{2} [a_i, a_j^+]_- = a_i a_j^+ - qa_j a_i = \delta_{i,j}
\]  

(2)

where \( q = -1 \) (\( q = 1 \)) gives back the usual fermion (boson) commutators. The statistical mixture in equation (2) also shows that the PEP violation probability is just \( (1+q)/2 \) and thus
our final experimental bound on $q$ is

$$\frac{1 + q}{2} < 3 \times 10^{-29}$$

(3)

We are in close contacts with theoreticians and philosophers, looking for implications of the possible small violation of the PEP in physics, cosmology and philosophy.

4 VIP2, a high sensitivity setup and future perspectives

The VIP setup used CCD detectors, which are excellent X-ray detectors, but slow. We are using a new type of detectors for precision X-rays measurements, the triggerable Silicon Drift Detectors (SSD) which have a fast readout time ($\simeq 1\mu s$) and large collection area (100 mm$^2$) in the framework of VIP2, a new high sensitivity setup. These detectors were successfully used in the SIDDHARTA experiment at LNF-INFN for measurements of the kaonic atoms transitions at the DAΦNE accelerator of LNF-INFN [22]; using a proper trigger system a background rejection factor of the order of $10^{-4}$ was achieved in SIDDHARTA. We built a new setup, much more compact, with higher current circulating and with a veto system against background coming from outside. A picture of the new setup is shown in Fig. 3.

In 2014 the setup was under assembly and tests at LNF-INFN and SMI-Vienna, where a series of preliminary measurements were done. In 2015 the setup will be transported, installed and debugged at LNGS.

We then expect to gain about 2 orders of magnitude in the limit of PEP violation in a data taking of 3-4 years.

We are, as well, extending the scientific program towards studies of limits on the parameters of the collapse model (as a solution of the measurement problem, put initially forward by
Ghirardi, Rimini and Weber) by measurements of the X rays spontaneously emitted and which are predicted by the continuous spontaneous localization (CSL) models [23], [24].

Our preliminary results are very encouraging and show that this method is the most powerful one, presently, in setting limits on the collapse models (see List of Publications).
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Abstract

The Pierre Auger Project is an international Collaboration involving over 400 scientists from 17 countries, with the objective of studying the highest energy cosmic rays. Recent results from the Collaboration as well as further developments in the detector are presented in this report.

1 Introduction

Ultra-high energy cosmic rays are of intrinsic interest as their origin and nature are un-known. It is quite unclear where and how particles as energetic as $\approx 10^{20}$ eV are accelerated. Over 40 years ago it was pointed out that if the highest energy particles are protons then a fall in the flux above an energy of about $4 \times 10^{19}$ eV is expected because of energy losses by the protons as they propagate from distant sources through the CMB radiation. At the highest energies the key process is photo-pion production in which the proton loses part of its energy in each creation of a $\Delta$ resonance. This is the Greisen–Zatsepin–Kuzmin (GZK) effect. It follows that at $10^{20}$ eV any proton observed must have come from within about 50 Mpc and on this distance scale the deflections by intervening magnetic fields in the galaxy and intergalactic space are expected to be so small that point sources should be observed. Despite immense efforts in the period since the prediction, the experimental situation remains unclear. The main problem in examining whether or not the spectrum steepens is the low rate of events which, above $10^{20}$ eV, is less than 1 per km$^2$ per century so that the particles are only detectable through the giant air showers that they create.

These showers have particle footprints on the ground of $\approx 20$ km$^2$ and suitably distributed detectors can be used to observe them. Also the showers excite molecules of atmospheric nitrogen and the resulting faint fluorescence radiation, which is emitted isotropically, can be detected from distances of several tens of kilometers.

The Pierre Auger Observatory has been developed by a team of over 400 scientists from 17 countries. The Observatory comprises about 1600 $10 \text{ m}^2 \times 1.2 \text{m}$ water-Cherenkov detectors deployed over 3000 km$^2$ on a 1500 m hexagonal grid, plus a sub array, the Infill, with 71 water Cherenkov detectors on a denser grid of 750 m covering nearly 30 km$^2$. This part of the Observatory (the surface detector, SD) is over-looked by 24 fluorescence telescopes in 4 clusters located on four hills around the SD area which is extremely flat. The surface detectors contain 12 tonnes of clear water viewed by $3 \times 9''$ hemispherical photomultipliers. The fluorescence
detectors (FD) are designed to record the faint ultra-violet light emitted as the shower traverses the atmosphere. Each telescope images a portion of the sky of 30° in azimuth and 1°–30° in elevation using a spherical mirror of 3 m$^2$ effective area to focus light on to a camera of 440 × 18 cm$^2$ hexagonal pixels, made of photomultipliers complemented with light collectors, each with a field of view of 1.5° diameter. 3 High Elevation Auger Telescopes (HEAT) located at one of the fluorescence sites are dedicated to the fluorescence observation of lower energy showers. The Observatory also comprises a sub array of 124 radio sensors (AERA, Auger Engineering Radio Array) working in the MHz range and covering 6 km$^2$, a sub Array of 61 radio sensors (EASIER, Extensive Air Shower Identification with Electron Radiometer) working in the GHz range and covering 100 km$^2$, and two GHz imaging radio telescopes AMBER and MIDAS with respectively 14° × 14° and 10° × 20° field of views.

An important feature of the design of the Observatory was the introduction of the hybrid technique as a new tool to study airshowers. It is used here for the first time. The hybrid technique is the term chosen to describe the method of recording fluorescence data coincident with the timing information from at least one surface detector. Employing these two complementary observation methods provides the Auger Observatory with high quality information about angular reconstruction, determination of the core position of the shower and of the types of particles in the primary cosmic rays. Comparing results from the different types of detectors also helps scientists reconcile the two sets of data and produce the most accurate results about the energy of primary cosmic rays.

2 Recent results from the Pierre Auger Observatory

2.1 The Energy Spectrum

![Energy Spectrum Graph]

Figure 1: Comparison of the four spectra obtained with the Auger Observatory. The spectrum obtained with the SD for events with $\theta < 60°$ is shown with black squares, the inclined spectrum ($62° < \theta < 80°$) is plotted with red upright triangles and that obtained in the 750 array is indicated with blue circles. The spectrum obtained with hybrid data is indicated with green triangles. Only statistical uncertainties are indicated with the error bars [1, 2].

The energy spectrum of ultra-high energy cosmic rays at energies greater than $3 \times 10^{17}$ eV
has been derived using data from the Pierre Auger Observatory [2].

The spectrum is calculated selecting data that fall inside a given region of the detector, and dividing the energy distribution by the corresponding exposure. If the showers have sufficient energy, the trigger efficiency of the surface detector becomes close to 100% and the exposure is independent of energy and simply obtained by integrating over the surface area, time and solid angle. The SD of the Pierre Auger Observatory becomes fully efficient above 3 EeV for events with zenith angle, $\theta$, below 60°. For inclined events with $\theta$ exceeding 60° the energy above which the efficiency is approximately 100% is 4 EeV. For events detected with the 750 m array full efficiency is reached at energies greater than 0.3 EeV. Three independent fluxes have been obtained with the Auger Observatory at the highest energies [2, 3]. The data collected up to 31st December 2012 with $\theta < 60°$ give the largest exposure corresponding to 82,318 events of energies above 3 EeV. The results of these three fluxes and the flux obtained at lower energies with the 750 m array are compared in Fig. 1.

This measurement provides evidence for the suppression of the flux above $4 \times 10^{19}$ eV. The combined energy spectrum scaled with $E^3$ is shown in Fig. 1. The dominant systematic uncertainty of the spectrum stems from that of the overall energy scale, which is estimated to be 14%. The position of the ankle at $\log_{10}(E_{\text{ankle}}/\text{eV}) = 18.72 \pm 0.01$ (stat.) $\pm 0.02$ (sys.) has been determined by fitting the flux with a broken power law $E^{-\gamma}$. An index of $\gamma = 3.23 \pm 0.01 \pm 0.07$ is found below the ankle. Above the ankle the spectrum follows a power law with index 2.63 $\pm 0.02 \pm 0.04$. In comparison to the power law extrapolation, the spectrum is suppressed by a factor two at $\log_{10}(E_{1/2}/\text{eV}) = 19.63 \pm 0.01 \pm 0.01$. The significance of the suppression is larger than 20σ. The suppression is similar to what is expected from the GZK effect for protons or nuclei as heavy as iron, but could in part also be related to a change of the shape of the average injection spectrum at the sources.

### 2.2 The mass composition

The atmospheric depth, $X_{\text{max}}$, at which the longitudinal development of a shower reaches its maximum in terms of the number of secondary particles is correlated with the mass of the incident cosmic ray particle. With the generalization of Heitlers model of electron–photon cascades to hadron-induced showers and the superposition assumption for nuclear primaries of mass $A$, the average depth of the shower maximum, $X_{\text{max}}$, at a given energy $E$ is expected to follow [4]

$$\langle X_{\text{max}} \rangle = \alpha (\ln E \langle \ln A \rangle) + \beta$$

(1)

where $\langle \ln A \rangle$ is the average of the logarithm of the primary masses. The coefficients $\alpha$ and $\beta$ depend on the nature of hadronic interactions, most notably on the multiplicity, elasticity and cross-section in ultra-high energy collisions of hadrons with air, see e.g. [5].

A recent analysis [6] based on high quality and high statistics hybrid data collected with the southern site of the Pierre Auger Observatory has been addressed to the $\langle X_{\text{max}} \rangle$ measurement and its energy dependence. A comparison of the predictions of the moments from simulations for proton- and iron-induced air showers to the data is shown in Fig. 2. Comparing the energy evolution of $\langle X_{\text{max}} \rangle$ for data and simulations in Fig. 2 it can be seen that the slope of the data is different from what would be expected for either a pure-proton or pure-iron composition. The change of $\langle X_{\text{max}} \rangle$ with the logarithm of energy is usually referred to as elongation rate $D_{10}$. A single linear fit of $X_{\text{max}}$ as a function of $\log(E)$ does not describe our data well. Allowing for a change in the elongation rate at a break point $\log(E_0)$ yields a good $\chi^2/\text{ndf}$ of 8.2/14 with $\log(E_0)/\text{eV} = 18.27$.

An interpretation in terms of mass composition of the moments of the $X_{\text{max}}$ distribution was
given using air-shower simulations with contemporary hadronic interaction models. Assuming that the modeling of hadronic interactions gives a fair representation of the actual processes in air showers at ultra-high energies, our data suggest that the ux of cosmic rays is composed of predominantly light nuclei at around $10^{18.3}$ eV and that the fraction of heavy nuclei is increasing up to energies of $10^{19.6}$ eV. Estimates of the fractions of groups of nuclei contributing to the cosmic-ray flux can be derived by interpreting the full distributions as in [7].

Due to its hybrid design, the Pierre Auger Observatory also provides independent experimental observables obtained from the surface detector for the study of the shower development, as for example reported in [8].

![Figure 2: Energy evolution of the first two central moments of the $X_{\text{max}}$ distribution compared to air-shower simulations for proton and iron primaries [6].](image)

**2.3 The Cosmic Ray Anisotropy**

Between January 2004 and December 2009 the Pierre Auger Observatory has detected 69 cosmic rays events with energy in excess of 55 EeV. Their arrival directions are reported in [9]. This data set is more than twice as large as the one analyzed in [10], which provided evidence of anisotropy in CR arrival directions at the 99% confidence level. The anisotropy was tested with a priori parameters through the correlation between the arrival directions of CRs and the positions of nearby active galaxies from the 12th edition of the Veron-Cetty Veron catalog of quasars and active galactic nuclei. The degree of that observed correlation has decreased from $(69^{+11}_{-13})\%$ to $(38^{+7}_{-6})\%$, to be compared with the 21% expected to occur by chance if the flux were isotropic. More data are needed to determine this correlating fraction accurately. The evidence for anisotropy has not strengthened since the analysis reported in [10].

The correlation of recent data with objects in the VCV catalog is not as strong as that observed in 2007. If the evidence for anisotropy is substantiated by future data, then it should also become possible to discriminate between different astrophysical scenarios using techniques of the type that have been presented here to explore the compatibility of different models with the present set of arrival directions.

We have also compared the distribution of arrival directions with the positions of different populations of nearby extragalactic objects: galaxies in the 2MRS survey and AGNs detected in X-rays by Swift-BAT. These studies are a posteriori and do not constitute further quantitative evidence for anisotropy.
We have analyzed the region of the sky close to the location of the radiogalaxy Cen A, since this corresponds to the largest observed excess with respect to isotropic expectations. The region of Cen A is densely populated with different types of nearby extragalactic objects. From all the arrival directions of CRs with \( E \geq 55 \) EeV, 18.8% lie within 18° of Cen A, while 4.7% is the isotropic expectation. There are two arrival directions very close to the position of the Cen A nucleus. Aside from those two events, the excess is distributed rather broadly.

A knowledge of CR composition is important for deciding which of several source scenarios is more likely. The trajectories of highly charged nuclei are expected to undergo large deflections due to the Galactic magnetic fields. While a correlation of arrival directions with nearby matter on small angular scales is plausible for protons above 55 EeV, it is puzzling if the CR are heavy nuclei. If the particles responsible for the measured excesses for example around Centaurus A at \( E > 55 \) EeV are heavy nuclei with charge \( Z \), the proton component of the sources should lead to excesses in the same regions at energies \( E/Z \).

In [12] the lack of anisotropies in the directions of the excesses at energies above \( E_{th}/Z \) is reported, setting constraints on the allowed proton fraction at the lower energies.

---

Figure 3: Left: Amplitude of the first term in the Fourier expansion of the flux measured at the Auger Observatory in terms of R.A. as a function of energy. It can be related to the projection of a dipole amplitude onto the equatorial plane [11]. Right: Phase of the first harmonic in R.A. as a function of energy using data from the Pierre Auger Observatory from January 1 2004 to December 31 2010 for the larger array, and from September 12 2007 to April 11 2011 for the infill [11].

The results of an analysis of the large angular scale distribution of the arrival directions of the Pierre Auger Observatory data has also been carried on, including for the first time inclined events with zenith angle between 60° and 80°. A prescription has been established to test these possible hints of anisotropy. The results obtained of the dipole amplitude compared to expectations from isotropy and the dipole phases presented when the prescription was midterm, are shown in Fig 3.

### 2.4 Searches for high-energy neutrinos and gamma rays

The limits on the fluxes of neutrinos [14] and photons [13] obtained from the Pierre Auger Observatory are shown in Fig. 5 and Fig. 4. Model scenarios for sources of UHECRs, in which
Figure 4: Differential and integrated upper limits (at 90% C.L.) from the Pierre Auger Observatory for a diffuse flux of UHE neutrinos. The search period corresponds to 6 yr of a complete SD. We also show the integrated limits from ANITA-II, and RICE experiments, along with expected fluxes for several cosmogenic neutrino models as well as for astrophysical sources [14].

the observed particles are produced by the decay of other particles (top-down models), lead to large secondary fluxes of photons and neutrinos. Some representative examples of predicted secondary fluxes of such models are shown in Fig. 5 and Fig. 4 (photons: GZK, TD, Z-burst, and SHDM; neutrinos: TD, Z-burst). The neutrino flux limit of the Auger Observatory is now lower than the Waxman-Bahcall flux. The current flux limits rule out or strongly disfavor that top-down models can account for a significant part of the observed UHECR flux. The bounds are reliable as the photon flux limits depend only on the simulation of electromagnetic showers and, hence, are very robust against assumptions on hadronic interactions at very high energy.

3 Activity of the L’Aquila–Gran Sasso Group

The activity of the group has followed two main lines:

• Development of a Monte Carlo code (SimProp) for the propagation of UHECR nuclei in extragalactic space, and its use for the study of physical observables

• Development and test of the Raman Lidar system for an enhanced atmospheric test beam within the Observatory.

The first activity is carried on inside the Cosmic Ray Phenomenology task of the Pierre Auger Collaboration. Using outputs of SimProp, several physical analyses are in progress, concerning a combined fit of the energy spectrum and the mass composition of UHECRs detected in the Observatory. This analysis is also contributing to the scientific motivations for the upgrade of the Pierre Auger Observatory.

The study of predictions for the fluxes of cosmogenic neutrinos from GZK interactions has been also carried on.

Lorentz invariance violations are under study, from the point of view of their effects on UHECR propagation and on interactions of particles in the Earth atmosphere.

The second activity concerns the atmospheric monitoring. The Raman Lidar system has been fully operative at the Central Raman Laser Facility (CRLF). The measurements of the Vertical
Aerosol Optical Depth (VAOD) have been taken from boundary layer to free troposphere from Raman scattering, together with elastic scattering and water vapor profiles; the Raman and elastic measurements can be combined to give (through the backscatter ratio) a precise determination of the aerosol profile. The measurements are performed every night: during nights with no FD measurements, they consist of one 12 minutes run. During the FD measurements there are three 12 minutes Raman runs, one before and after FD acquisition and (starting from 2014) one during the acquisition. Given the importance of the aerosol measurement for a precise FD reconstruction, it is foreseen to have longer runs during acquisition in selected, low aerosol content, nights. The CRLF Raman LIDAR has a sensitivity for which the minimum measurable VAOD is about 0.01 in 12 minutes, but a sensitivity of 0.005 can be reached in longer runs. After each Raman run, the data are copied to LNGS and CSM/USA servers, and a program computes preliminary VAOD values (which are sent by email immediately after the run) and generates preliminary VAOD plots (http://cetemps.aquila.infn.it/osservatorio/CLRF_raman_lidar/). The Raman LIDAR operations have been regular and smooth, and the automatic Raman LIDAR runs were done according to Before/During/After FD shift schedule without interferences with fluorescence detectors. The Raman LIDAR analysis has shown to be robust, and the data quality check quite positive. The Raman lidar database is now ready for an extended comparison between Raman lidar and side scattering techniques, but also for atmospheric studies.

3.1 Talks

- A. di Matteo has presented a talk with title “Interaction of ultra-high-energy cosmic rays with cosmic background photons” at the International School of Space Science “Observing the Universe with the Cosmic Microwave Background”, L’Aquila, April 2014.
- A. di Matteo has presented a talk with title “Expected cosmogenic neutrino fluxes in various UHECR scenarios” at the “Multiple Messengers and Challenges in Astroparticle Physics” workshop at GSSI, L’Aquila, October 2014.
- A.F. Grillo has presented a talk with title “Are Cosmic Rays still a valuable probe of Lorentz Invariance Violations in the Auger era?” at the Vulcano Workshop “Frontier Ob-
The same topic has been presented at the “Multiple Messengers and Challenges in Astroparticle Physics” workshop at GSSI, L’Aquila, October 2014 and at LNGS as a seminar.

- V. Rizi has presented a talk with title “Raman LIDARs for Pierre Auger Observatory: field experiences and results” at AtmoHEAD 2014, Padova, May 2014.

- S. Petrera has presented a talk with title “Auger - Telescope Array” at the “Multiple Messengers and Challenges in Astroparticle Physics” workshop at GSSI, L’Aquila, October 2014.

- The proceedings of the talk “Cosmic ray composition studies with the Pierre Auger Observatory” given by D. Boncioli on behalf of the Pierre Auger Collaboration at RICAP Conference (Roma, May 2013) has been published in Nucl.Instrum.Meth. A742 (2014) 22-28.
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Abstract

The x-ray (3 keV - 25 keV) are produced by high voltage discharge applied inside plasma source interaction chamber by focusing a laser beam. The control system is based on a high voltage power supply and an LC-inverter circuit with Thyratron for the generation of the trigger signal increasing the efficiency of the system. In this report analysis of the system, layout of synchronization with YAG laser and a possible study for a new layout with solid-state element are presented and discussed.

1 Introduction

Different applications of soft X-rays (70 eV - 2 keV) and hard x-rays (3 keV - 25 keV) in biological, radiobiological and in medical imaging field, have encouraged the development of X-ray sources based on the production of plasma. Plasmas produced by focusing pulsed laser beams on solid targets are currently recognized as one of the most promising alternative to conventional (X-ray tubes) and to synchrotron X-ray sources [1], [2]. Optimization of pulsed x-rays sources it is necessary to make x-rays source comparable with the most advanced current x-ray tubes (i.e. microfocus) for applications in the field of mammography and non-destructive inspection. The high energy x-ray (3 keV - 25 keV) are emitted by plasma on target driven by a control system that manages High Voltage power supply, an LC Inverter discharge and laser beam generation. Actually, in the LC-Inverter circuit the discharge is controlled by a spark gap and a trigger generator composed of Thyratron and a trigger high voltage power supply. Thyratrons are obsolete as fewer and fewer vendors are selling them in response to decreased demand. An alternate solid-state device, the insulated-gate bipolar transistor (IGBT), can readily operate at the speed needed to increase the efficiency of the system.

2 High Voltage System for high energy X-rays emission

The x-rays of the higher energy region (about 25 keV) is produced for bremsstrahlung effect. The relative configuration of the interaction chamber is shown in figure 1 and 2. The main feature is to apply the High voltage (30 - 50 kV) from the target, on which the laser is focalized,
(cathode) to the anode (such as metallic materials Mo or W) where x-rays are produced [3] [4]. The mechanism of x-rays production is based on the generation of a plasma obtained by focusing a laser beam NdYag (5J per pulse, duration 6 ns, 0.3 mrad divergence, 536 nm wavelength) on a target metal. The trigger high voltage power supply was designed with transformer and diodes rectifiers for obtaining DC voltage to send in the spark gap. This configuration was resulted electrically unstable due to the electromagnetic noise and return high voltage. For these reasons, a commercial High Voltage Power Supply must be used for the future implementations. The reason to obtain a high voltage through a LC inverter (Figure 3) is because of the system is working with high voltage in the discharge phase, but during the charge of the capacitors the system is isolated which is essential for the safety and average life of the electrical components. Thyratrons are obsolete, disadvantages can be the increase in delay time and jitter when the tube ages. These contribute significantly to the overall phase noise of the system. A new system (Figure 4) with IGBT to can reduce the complexity and improve the stability and synchronization [5].


3 Material and Preliminary results

A trigger circuit supplied the LC inverter with High Voltage power supply and is sent to the Spark Gap using a Thyatron, which is used as high electrical power switch. To increase the stability of the system, IGBT can be replaced to the Thyatron in according to the new design for combining high efficiency and fast switching.

The results of p-spice model in [6], let us to test the system using a High Voltage Power Supply at 15 kV. X-rays measured by photodetector (PD) with an aluminum foils of 15.8 m thickness (figure 5). The synchronization of the system (Figure 6) is made considering that the x-ray signal is started 13 us after the trigger signal. As indicated in figure 7 the total delay to set in the pulse generator should be around 600 us.

Actually, the time difference is around 2 us. The synchronization of laser beam and discharge using Pulse Generator of Quantum Components is very useful to synchronize all signals (figure 8 and 9).

4 Conclusions

In the range of x-ray energy of 3 keV - 25 keV, we have studied a possible model to evaluate the electrical characteristics of the high voltage system to optimize the emission of x-rays. A possible future configuration will be to use an IGBT (Insulated Gate Bipolar Transistor) instead of Thyatron to compact the system and increase the energy. In near future we will improve the synchronization of the system between trigger discharge with pulse laser beam. Moreover, we will examine x-rays emission by changing the distance from anode and cathode and power density of the laser. The synchronization can be improvement using a photodetector for detecting the light of discharge and synchronazing with laser beam and x-ray emission.
Figure 5: Experimental Signals in vacuum of $10^{-3}$ mbar with 15kV of Power supply: In blue line, High Current Signal, in red line the High Voltage with attenuation factor of 10 and in green line, the x-ray emission.

Figure 6: Synchronization Layout.
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Figure 7: Preliminary set-up of the synchronization: in red line, external diode to measure the laser beam (plasma source), in blue line, the trigger sent to the Thyratron.

Figure 8: New complete layout.
References


6 Publication

M. Di Paolo Emilio and L. Palladino
High Voltage System for the Generation of High Energy X-rays: synchronization and improvement.